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Airborne remote sensing of Arctic boundary-layer

mixed-phase clouds

André Ehrlich, Eike Bierwirth, Manfred Wendisch

Summary

This article gives an overview on the investigations on Artic boundary-layer mixed-phase clouds
conducted within the Arctic Study of Tropospheric Aerosol, Clouds and Radiation (ASTAR) in
spring 2007. In particular the horizontal and vertical disribution of ice crystals within the clouds
was determined by three independent airborne instruments (lidar, in situ and solar radiation
measurements).

Spectral measurements of cloud top reflectivity have been utilized to retrieve information on the
ice phase by analyzing the spectral pattern of the cloud top reflectance in the wavelength range
dominated by liquid water and ice absorption (1400-1700 nm). A new algorithm to derive an ice
index which distinguishes pure ice, liquid water, and mixed-phase clouds was developed. The
horizontal distribution of the ice index, observed during ASTAR 2007, agrees with airborne
lidar and in situ measurements showing patches of glaciated clouds at an air mass transition
zone within the investigated mixed-phase cloud fields.

Information on the vertical distribution of ice crystals in mixed-phase clouds was derived by
comparing the measured cloud top reflectivity in the wavelength band 1400-1700 nm to radia-
tive transfer simulations. To interpret the data, the vertical weighting of the measurements was
calculated. In the investigated wavelength range the weightings differ according to the spectral
absorption of ice and liquid water. From the observed spectral cloud reflectivity with low val-
ues in the ice absorption maximum (1400 nm) and higher values at the liquid water absorption
maximum (1700 nm) it was concluded that ice crystals were present in the otherwise liquid
dominated cloud top layer. Although in situ measurements (limited due to vertical resolution
and detection limits) did confirm these findings only in certain limits, the retrieved vertical
structure is in agreement with published ground based remote sensing measurements.

1 Arctic boundary-layer mixed-phase clouds

Mixed-phase clouds are common in the Arctic due to low temperatures. In particular, Arctic
boundary-layer mixed-phase (ABM) clouds form above open sea in conjunction with cold air
outbreaks. They consist of both, supercooled liquid water particles and solid ice crystals simul-
taneously, and were observed and investigated during numerous Arctic field experiments (e.g.,
Turner et al., 2003, Verlinde et al., 2007, Shupe et al., 2008).

The persistent coexistence of ice crystals (ice water content, /WW (') and liquid water particles
(liquid water content, LIV (') in these clouds relies on the balance between the condensation rate
of liquid water droplets (LW (' rate), the ice crystal growth rate (/W C rate), and the removal of
ice nuclei (IN) by precipitating ice crystals. Such a basic scheme was introduced by (Harrington
et al., 1999) and is displayed in Figure 1.

The unstable temperature layering above the open sea induces convection by which liquid water
nucleation occurs in the updrafts (increase of LW ('). As the concentration of cloud conden-
sation nuclei (CCN) is typically lower than the concentration of IN (e.g., Fridlind et al., 2007,
Morrison et al., 2008), the liquid water nucleation exceeds the ice crystal nucleation in this part
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Figure 1: Illustration of the relevant processes present in ABM clouds. Processes that cause a
cooling of the surrounding air are indicated by empty arrows; processes which lead to a warming
are plotted with filled arrows.

of the cloud (LW rate > [W( rate). However, once ice crystals have formed from IN or
by freezing of liquid water droplets, they grow due to the Wegener-Bergeron-Findeisen mecha-
nism at the expanse of the liquid water droplets. Finally, the ice crystals start to sediment which
removes ice mass (decrease of /W (') and IN from the cloud system. The removal of IN due to
the precipitating ice crystals reduces the ice crystal number concentration and prevents for total
glaciation of the ABM clouds.

However, this equilibrium state is unstable. Slight changes might shift the fractional ice and
liquid water component drastically (e.g. Morrison et al., 2008, Fan et al., 2008, Harrington
et al., 1999). The radiative impact of such phase transitions in Arctic mixed-phase clouds was
investigated by Ehrlich (2009) and Ehrlich et al. (2008b) using radiative transfer simulations.
The local and temporary radiative forcing Fa of an exemplary Arctic boundary-layer mixed-
phase cloud was simulated in dependance of its ice volume fraction f; which is defined by the
ratio of /W ' to total water content 7W C,

mwc

fi= Twe )]
If a mixed-phase clouds glaciates into a pure ice cloud, which is consistent to an increase of fi
for constant 7W (', the cloud optical thickness decreases due to the larger size of the ice crystals
compared to the smaller liquid water droplets. The result is an decrease of the clouds radiative
impact as shown in Figure 2. The simulations shown here are performed for a solar zenith
angle of f, = 71° and a typical ABM cloud with a total water path of TW P = 100gm 2,
an ice crystal effective diameter of Dz = 90 um and water droplets with effective diameter of
DY = 15 ym. For both, surface and top of the atmosphere, F increases significantly about
90 W m~2 with increasing f;. This means that the cooling of the clouds is reduced when a
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Figure 2: Radiative forcing Fa of mixed-phase clouds calculated for the top of atmosphere
(TOA) and the surface. The state of mixing was varied using f; with TWP = 100gm 2,
D!y =90 ym and DY = 15 ym.

transition from liquid or mixed-phase to pure ice clouds occurs.

The investigations published by Ehrlich (2009) and Ehrlich et al. (2008b) have shown that
knowledge on the thermodynamic state (liquid water, mixed-phase or ice) of clouds is essential
to determine their radiative impact. On a global scale, satellite measurements are currently
the only option to characterize clouds in this regard. Similar remote sensing techniques using
airborne solar radiation measurements will be described in the following sections.

2 Airborne Measurements

Airborne measurements to characterize ABM clouds were obtained during the Arctic Study
of Tropospheric Aerosol, Clouds and Radiation (ASTAR) 2007 campaign. The campaign took
place in the vicinity of Svalbard (78° N, 15° E) in March/April 2007 and focused on the sampling
of ABM clouds.

During ASTAR 2007 the POLAR 2 aircraft, owned by the Alfred Wegener Institute for Polar
and Marine Research (AWI), Bremerhaven, Germany, was equipped to probe clouds with air-
borne remote-sensing and in situ instruments. The Spectral Modular Airborne Radiation mea-
surement sysTem (SMART) albedometer, the Airborne Mobile Aerosol Lidar (AMALI) and in
situ instruments such as Polar Nephelometer, Cloud Particle Imager (CPI), and Particle Mea-
suring System (PMS) Forward Scattering Spectrometer Probe (FSSP-100), operated on Polar 2,
have been described in detail by Ehrlich (2009), Lampert et al. (2009a) and Gayet et al. (2009),
respectively.

The SMART-Albedometer was used to perform remote sensing measurements using solar radi-
ation (Wendisch et al., 2001, Bierwirth et al., 2009). The specific configuration of the SMART-
Albedometer, operated during ASTAR 2007, has been introduced in detail by Ehrlich et al.
(2008a). It provides measurements of downwelling and upwelling spectral irradiances (Fi, F/\T )
simultaneously with upwelling nadir spectral radiance (/ l). These data were used to calculate
spectral cloud-top reflectivities R in the wavelength range between 350 nm and 2150 nm by,

7TSI‘-]>\T

F}

R(\) = 2)
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In this definition F/\l includes diffuse and direct solar radiation and is measured with respect to
a horizontal plane Fi = Ff(cos 6) with 6 being the solar zenith angle. The spectral resolution
of R(A) (full width at half maximum, FWHM) amounts to 2-3 nm in the wavelength range
350-950 nm and 9-16 nm for A = 950-2150 nm wavelength.

AMALI is a two-wavelength (532 nm and 355 nm) backscatter lidar with depolarization mea-
surements at 532nm wavelength. For cloud observations, AMALi was installed in nadir-
looking configuration. The vertical resolution was 7.5 m; the minimum horizontal resolution
was about 900 m. The depolarization ratio derived from the 532 nm wavelength channel allows
to distinguish lidar backscatter signals of ice crystals from those of liquid water droplets.

The in situ measurements of cloud microphysical properties include particle number size dis-
tribution in the size range of 3-27 ym for the FSSP and 23-2300 um for the CPI, extinction
coefficient, ice and liquid water content and effective diameter. The Polar Nephelometer pro-
vides the scattering phase function and the asymmetry parameter, a measure for the anisotropy
of the scattering phase function.

The data of all three instruments have been used to derive information on the horizontal and
vertical distribution of ice crystals in ABM clouds.

3 Horizontal distribution of ice

3.1 Methodology

The characteristics of the spectral reflectivity measurements of the SMART-albedometer were
utilized in three different approaches to retrieve the cloud thermodynamic phase (pure liquid,
mixed-phase and pure ice cloud). Two ice indices were calculated based on the differences in
the spectral absorption of ice and liquid water. Therefore, a known two-wavelengths approach
(spectral slope ice index) and a principle component analysis (PCA ice index) was applied.
A third approach used the different scattering characteristics of ice crystals and liquid water
droplets and combined albedo and reflectance measurements to obtain information on the cloud
phase (anisotropy ice index). A detailed description of the methodology and a discussion on the
applicability of these ice indices have been published in Ehrlich et al. (2008a).

The dimensionless spectral Slope Ice Index I was adapted from Acarreta et al. (2004) to the
specifications of the SMART-albedometer using the wavelength range between A\, = 1550 nm
and )\, = 1700 nm and is defined by,

Ig =100 -

A — Aa [dR 3)

R1640 d)\‘| MasAs]

Typical values for liquid water clouds range between /g = 5 and /g = 15. Ice clouds show a
higher variability of /g with values of up to 80.

The PCA ice index [p utilizes the principle components of the reflectivity measurements which
are related to ice PCy and liquid water absorption PCyy. The dimensionless index is defined as,

PCy
Ip = (PCW — O.94> - 100. 4)
The offset of 0.94 has been determined arbitrarily in order to obtain values close to zero for
liquid water clouds (Ip = 0-1). For ice clouds, Ip ranges from values of 1 up to 8 clearly
capable of being distinguished from liquid water clouds.

Sensitivity studies have shown that both indices, /s and Ip, are most sensitive to the upper
cloud layer. Further, their values depend strongly on the ice particle effective diameter and less
on the cloud optical thickness for 7 < 5. Nevertheless, an ambiguity in the discrimination of
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ice and liquid water phase occurs only between pure ice clouds with small ice crystals and low
7, and pure liquid water clouds of high 7. More crucial is the dependence on the ice particle
effective diameter for the discrimination between mixed-phase and pure ice clouds. Here, a
priori knowledge about the ice crystal dimensions is required.

Independently, the particle phase was determined from in situ data, based on the combination
of asymmetry parameter and particle number concentration measurements (Gayet et al., 2009).
As an approximation it was defined that the FSSP (size range 3-27 ym) measured liquid wa-
ter droplets, whereas the CPI (23-2300 um) was used to determine the size distribution of
large ice crystals. This assumption is based on the ice crystals sizes expected for mixed-phase
conditions (e.g., Korolev et al., 2003, Shupe et al., 2006). Due to the WBF process, the ice
crystals rapidly grow to sizes larger than the range covered by the FSSP. This assumption was
justified by simultaneous polar nephelometer measurements of the asymmetry parameter (g)
(Ehrlich, 2009). The analysis of the data showed that the majority of the FSSP measurements
coincide with (g) = 0.84-0.86 indicating liquid water droplets. The CPI measured high parti-
cle number concentrations where the asymmetry parameter indicates nonspherical ice crystals
({g) = 0.78-0.80).

The laser of the AMALI lidar did not completely penetrate the optically thick clouds. However,
AMALI did identify a liquid water layer at cloud top by the depolarization signal (Lampert
et al., 2009a). Although multiple scattering in the liquid water layer generated high depolariza-
tion values, comparable to the depolarization signal of ice crystals, the detailed analysis of the
lidar profiles averaged over 15 seconds reveals differences in the vertical pattern of the depo-
larization. The depolarization related to multiple scattering of liquid water particles increases
slowly with cloud depth whereas nonspherical ice crystals result in an instantaneous increase of
the depolarization (Hu et al., 2007). From this analysis the precipitating ice below the clouds
was identified in several cloud gaps.

3.2 Case Study on April 9, 2007

On April 9, 2007 concurrent radiation and microphysical measurements have been conducted
along the path of the Cloud-Aerosol Lidar and Infrared Pathfinder Satellite (CALIPSO) over
the Greenland Sea as marked in Figure 3. A stratus cloud field with cloud top up to 2000 m
extended above the open ocean west to Svalbard.
Due to the weakened advective supply of cold air /
from the northern sea ice, the cloud field was char-
acterized by heterogenous structures which are re-
lated to an air mass intersection (Gayet et al., 2009,
Lampert et al., 2009b).

The profile of the total attenuated backscatter sig-
nal measured by CALIPSO is shown in Figure 4a | #=%
and displays distinct cloud patches with differ- -
ent cloud top altitudes and vertical thicknesses.
The cloud top altitude tends to increase towards
North what is confirmed by the AMALI1 measure- $zg53 3‘ X

ments. Between 78.7°N and 78.9°N a larger § i | R ﬁ&‘?

cloud gap has been observed. The cloud top is

indicated by slightly enhanced depolarization sig- Figure 3: MODIS satellite image of April
nal of AMALi. Multiple scattering by the liquid 9> 2007 overlaid with the flight track of
water droplets at the cloud top layer leads to depo- POLAR 2 (red line) along the CALIPSO
larization of the polarized radiation emitted by the OVerpass (dashed black line). Numbers
AMAL; laser. This layer with slightly enhanced give the latitude and longitude respectively.
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depolarization shows approximately the cloud top.

High depolarization ratios have been observed by AMALI between 78.5° N and 78.6° N and
at about 79.0° N. The high depolarization indicates the presence of ice crystals. These areas
coincide with high ice indices derived from the SMART-Albedometer measurements. There-
fore, these cloud parts are identified as pure ice clouds. The in situ instruments did probe solely
the ice cloud at 79.0° N. Here, ice crystal number concentrations up to N, = 4cm™> were
measured. Although in situ measurements were taken at lower parts of this cloud, the remote
sensing measurements reveal that the ice crystals were present up to the cloud top (Gayet et al.,
2009).

The southern ice cloud was not completely sampled by the in situ measurements as the cloud
top was significant lower at this location compared to the clouds observed in the surrounding
area. The interruption of the cloud structure is visible at 78.5° N in the MODIS image taken at
10:00 UTC short before to the CALIPSO overpass (Figure 3). The lower cloud top and the ice
crystals identified by the remote sensing instruments indicate that this part of the cloud mainly
consists precipitating ice crystals which potentially have their origin in the surrounding clouds.
South to 78.4° N the comparison of CALIPSO, in situ and remote sensing measurements fails
due to the long time difference between the measurements. At the location between 78.2° N
and 78.4° N a large cloud gap has been observed by CALIPSO and in situ instruments while
the AMALIi and SMART-Albedometer measurements indicate mixed-phase clouds with liquid
cloud top layer.
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Figure 4: Profile of total attenuated backscatter coefficient 3 [sr~'km™'] measured by
CALIPSO in the cloud observed on April 9th (a). The flight track of the in situ measurements
is overlaid as a black line. Ice and liquid water particle number concentrations Vi, measured
by CPI and FSSP along the flight track and the ice indices /g and Ip for the same positions are
given in panel b and c. The depolarization profile obtained from AMAL.I is given in panel d.
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4 Vertical distribution of ice

All three types of measurement on board of Polar 2 (in situ, lidar and solar radiation) provide a
view on the vertical distribution of ice crystals in ABM clouds. By ascents into the cloud layer
vertical profiles of ice crystal and liquid water droplet concentration were obtained by the in
situ instrumentation (Gayet et al., 2009).

A typical profile of measured particle number concentrations, asymmetry parameters, liquid
LW ' and ice water content /W (' obtained on April, 7 2007 is given in Figure 5. The FSSP
indicated particle concentrations and LW C up to N3P = 50cm =2 and LWC = 115mgl1~
between 1000—1700 m altitude. In the same layers the asymmetry parameter, measured by
the Polar Nephelometer, was about 0.85 which is a typical value for spherical liquid water
droplets (e.g., Gerber et al., 2000, Garrett et al., 2001). A thin layer dominated by ice crystals
was found between 800 m and 1100 m indicated by lower asymmetry parameters. In this layer
the CPI measured particle number concentrations of up to NSPT = 1.5 cm ™2 with maximum
particle dimensions of up to 1000 ym. Although the ice crystal number concentration is about
a magnitude lower than the liquid water droplet concentration the ice crystals dominate the
total water content with /W C = 70mg1~!. Below this layer, precipitating large ice particles
have been observed down to 500 m by visual observation on board the aircraft and from in situ
measurements (low ice water content and asymmetry parameter).
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Figure 5: Profile of microphysical measurements obtained on April 7, 2007. Total particle
number concentration Ny, measured by FSSP and CPI are given in panel a; LW and IWC'
in panel b. The volumetric asymmetry parameter (g) obtained from the Polar Nephelometer is
shown in panel c.

This vertical structure is typical for the Arctic stratus clouds, observed during ASTAR 2007, and
was confirmed by detailed analysis of AMALIi measurements (Lampert et al., 2009a). Although
the lidar signal did penetrate the clouds layer only in cloud gaps with low optical thickness, a
layer dominated by liquid water droplets was found at cloud top while precipitating ice crystals
were observed in the cloud gap.

4.1 Vertical weighting functions

Independently, the vertical distribution of the ice crystals was estimated from the SMART-
Albedometer measurements by comparison with radiative transfer simulations (Ehrlich et al.,
2009). Therefore, the vertical weighting functions 1 (z) of the reflectivity measurements in the
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Figure 6: Vertical weighting function W (z) for the radiance measurements of the SMART-
Albedometer with respect to absorption by cloud particles (panel a). The accumulated weight-
ing is given in panel b.

wavelength range dominated by ice and liquid water absorption (1300-1800 nm) were calcu-
lated by methods described by Platnick (2000).

The calculated W (z) in units of [% m~!] referring to the geometrical thickness of the cloud are
given in Figure 6a for two wavelengths exemplary for strong ice (1510 nm) and liquid absorption
(1710 nm). In Figure 6b W (z) is accumulated over altitude starting with 0 % at cloud top. For
both wavelengths, the weighting shows the highest contribution for cloud layers close to cloud
top at 1550 m altitude. The maximum values of 1¥/(z) are found to be higher for A = 1510 nm
than for A = 1710 nm. With the higher values of W (z) the cloud-top reflectivity at A\ = 1510 nm
is more dominated by absorption by particles at cloud top than R at A = 1710 nm. Therefore,
R at A = 1510 nm is more suitable to retrieve the particle size at cloud top.

These spectral differences in 17 (z) provide a tool to retrieve information on the vertical distri-
bution of the cloud particle effective diameter, as described by Chen et al. (2007). Wavelengths
where liquid water and ice absorption are strong can be used to derive particle properties at
cloud top, whereas wavelengths with weaker absorption give information on particles located
at lower cloud layers. Utilizing the spectral differences between the maxima of ice and lig-
uid water absorption, separate vertical profiles for ice crystals and liquid water droplets can be
derived.

4.2 Radiative transfer simulations

In this regard, radiative transfer simulations of cloud reflectivities have been performed for
different vertical cloud geometries and compared to the measurements. Here the three most
suitable cases out of those presented by Ehrlich et al. (2009) are shown. A cloud adapted to the
vertical structure observed by the in situ instruments was simulated in Case A with an ice crystal
layer topped by a liquid water layer (ice crystals in the upper cloud layer are neglected). In Case
E a thin ice layer is situated adjacent to cloud top within the original cloud (mixed-phase cloud
top); for Case F a thin ice layer is added above cloud top.

The spectral cloud-top reflectivity R simulated for the cases A, E, and F is shown in Figure 7.
The measurements of R show that for wavelengths below A = 1700 nm stronger absorption
is measured than shown by the simulation of Case A. The maximum differences overlap with
the ice absorption maximum (A = 1490 nm). At wavelengths between 1700—1800 nm weaker
absorption is observed.

Following the findings discussed above, the strong absorption at A = 1490 nm implies that ice
crystals of large effective diameter are present in the upper cloud layers. On the other hand,
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Figure 7: Measured and simulated spectral cloud-top reflectivity R for cases A, E and F
(panel a). The measurement uncertainty is illustrated by the gray area. In Panel b shows the
refractive index n; of liquid water (Wieliczka et al., 1989) and ice (Warren and Brandt, 2008).

the high values of R between 1700-1800 nm wavelength indicate cloud particles with smaller
effective diameter at cloud top and at lower cloud layers. For cases E and F which have almost
identical results these simulations fit into the uncertainty range of the observed R at all wave-
lengths. Especially the spectral pattern in the wavelength range dominated by ice and liquid
water absorption is closer to the measurements than simulations without additional ice layer.
This reveals that ice crystals situated at cloud top are necessary to explain the observed ab-
sorption features with strong absorption at 1490 nm and weak absorption at wavelengths about
1750 nm. It has to be stated that this holds only for ice crystals of large effective diameter
which, if added, describe the observed ice absorption in the measurements. Ice crystals of small
effective diameter in low concentration which do not contribute as strongly to the ice absorption
might be located throughout the cloud.

Further simulations analyzed the observation of backscatter glories during ASTAR 2007 which
generally indicates the presence of liquid water droplets at cloud top. Implementing ice crystals
directly within the uppermost cloud layer (Case E) reproduced a weak but visible backscat-
ter glory and explains the observations. Situating the thin ice layer above the original cloud
(Case F) eliminated the backscatter glory. From this analysis it is concluded that Case E
rather than Case F does suit the remote-sensing observation above ABM clouds obtained during
ASTAR 2007.
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5 Conclusion and outlook

Airborne measurements with three different core instruments including solar radiation, in situ
and lidar measurements were conducted during the ASTAR 2007 campaign to investigate Arctic
boundary-layer mixed-phase clouds. Each instrument provided independent information on the
horizontal and vertical distribution of ice crystals and liquid water droplets in these clouds.

For the remote sensing measurements of solar radiation new methods have been developed to
determine the cloud phase and the vertical distribution of ice crystals. The spectral measure-
ments in the wavelength range 1500—1700 nm where absorption of radiation by ice and liquid
water is evident was found to be suitable to retrieve these information.

Case studies of ASTAR 2007 have shown that the horizontal distribution of cloud phase can be
highly inhomogeneous especially if the extended cloud fields are disturbed by changing mete-
orological conditions. This might have a non-negligible impact on the 3-dimensional radiative
transfer within this clouds.

Further, the vertical structure of the ABM clouds was identified by all three instruments. Ba-
sically the data showed a cloud top layer dominated by liquid water and a lower cloud layer
dominated by ice crystals. In more detail the solar radiation measurements indicated that ice
crystals were also present in the upper layers of the observed clouds. Analysis of the in situ and
lidar measurements could neither confirm nor reject these results. The absence of ice crystals
in the in situ measurements at cloud top is probably due to the flight strategy (vertical profiling)
providing only short passages of this cloud layer and the horizontal variability of ABM clouds
as shown by Gayet et al. (2009). The lidar measurements are highly affected by multiple scat-
tering processes and are not suitable to detect few ice crystals within numerous liquid water
droplets. However, similar clouds have been investigated by McFarquhar et al. (2007), Shupe
et al. (2006, 2008) who confirmed the presence of ice crystals throughout the entire clouds by
in situ and ground-based measurements.

Based on the proof of concept studies shown here, further investigations on the horizontal dis-
tribution of ice and liquid water in mixed-phase clouds are planned. Therefore, airborne mea-
surements will be conducted within the study on Solar Radiation and Phase Discrimination of
Arctic Clouds (SORPIC) in April/May 2010. The core instruments operated on the Polar 2
aircraft during ASTAR 2007 will be installed on the new Polar 5 aircraft of AWI. Additionally,
a sun photometer, polarized solar radiance measurements, and the hyperspectral camera system
AISA Eagle will be integrated on Polar 5 during SORPIC.

The in situ and remote sensing measurements aim to derive detailed horizontal maps of the
distribution of ice and liquid water in mixed-phase clouds. This information will be used by 3d
radiative transfer simulations to estimate the impact of these cloud phase inhomogeneities on
the radiative forcing and remote sensing of these clouds. Additionally, it is assumed to obtain
new insight into the dynamics of ABM clouds by the combination of data from the independent
measurements methods on board of Polar 5.
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Impact of aerosol particles on measured and simulat polarized
solar radiation

Author: Clemens Fricke, André Ehrlich

Abstract

Solar radiation scattered within the atmosphereatoyospheric particles and aerosol
particles has been investigated with regard tor thiite of polarization. Therefore
measurements are performed with the COmpact RAdiatheasurement System
CORAS to analyze the individual components of thek&s vector describing the
measured radiation. For this purpose new optidatanincluding a polarization filter

have been developed. In parallel, radiative transfmulations are conducted to
interpret the measurements. For this purpose, tiferent radiative transfer solvers
(SCIATRAN and polRadtran) were used. The simulaibave been compared with
the measurements to characterize the aerosol bghickness and the predominant
aerosol type.

Introduction

The electromagnetic radiation emitted by the Soeta(sadiation) is unpolarized. That
means the oscillation of the electromagnetic wdngsno preferred orientation. In the
atmosphere scattering of solar radiation by airemales and atmospheric particles
(aerosol and/or clouds) may change the state drigation. The intensity of the
polarized radiation depends on several parameakerstattering angle, wavelength of
radiation, particle size and shape. Thus, measursnaé the polarization state of the
scattered solar radiation enable a variety of amsalky retrieve detailed information on
the scattering particles. (Emde et al, 2009)

Aerosol particles are one key element in the cardmibate on the Earth’s climate
change. The effect of aerosols on the radiatiorgbudnd cloud formation is still not
sufficient understood (IPCC, 2007). Therefore, nemeasurement methods to
characterize aerosol by polarized radiation havenbdeveloped. While active
methods obtain information on the polarizationest@tready exist (i.e. using lidar for
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example, (Weitkamp, 2005)), there is also an istete apply passive techniques
utilizing solar radiation as it is more applicalite retrieve information without the
need of a simulated input. In this work ground-lblasgdiance measurements were
performed to characterize the state of polarizatiosky light for clear sky conditions.

The state of polarization of an electromagneticeviawdescribed by the Stokes-vector
which is defined by

I
s_|@Q
5= U

114

The components$, Q, U andV of the Stokes vector are defined as time averafes
linear combinations of the electromagnetic fieldtoe,

I = (E,E; + E,E}) (1)
Q =(E\E — E.E;) (2)
U = (E,E; + E.E}) (3)
V =(EE; — E.E) (4)

where E; andE, and the corresponding complex conjugated valugsa(t the

components of the electromagnetic field vedoE, describes the fraction parallel to
the reference plane, aid the fraction perpendicular to the reference pldinere are
three different kinds of polarization, all descddasy the direction and the value of the
field vector in fixed coordinates. The linear, cil@ and elliptic polarization.

Due to the use of linear polarization filters orthe measurements did not cover
circular and elliptic polarization (Stokes parame®. Therefore investigations on
circular and elliptic polarization are excludedfis work.

With knowledge of the Stokes parameters the degfréeear polarization is given by:

/Q2+U2
Py =—— (5)
I
A value of P,=0 corresponds to unpolarized radiatidh=1 indicates total linear
polarized radiation. Here, P describes the poldrigart measured within the total

radiance.
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Polarization measurement and simulations

The measurements were done with the Compact Rawdliatieasurement System

(CORAS).

CORAS was configured to measure spectral radiamtethe wavelengths range
between 300nm and 700nm, where aerosol affectsxgected to be high. To retrieve
the influence of aerosols only, “clear-sky” measueats were made. In this way the

influence of water-droplets and/or ice-crystalsliddae excluded.

It receives radiances using a multi channel spewter (grating spectrometer,
manufactured by Zeiss) with spectral resolutionl fluean of half width) between 2-
3nm wavelength. The optical inlet includes a pakaion filter with an effective
spectral range of 400-700nm. Radiances are measuredith direction.

To measure the full Stokes vector radiances havebden measured using a

Band 47(2010)

polarization filter. Four different orientations af polarization filter Ly, I4se, Igge,
l;35:) have to be realized during one measurement astrédited inFig. 1. The
parameters, Q, U and (andV) are then calculated by:

I - IO° + 1900

Q = lpo = Igpe

U= lyso — Iy350

(V =1Igze — I z)

Solar radiation

O

Ir = lag=

Polarization filter
flinear polarization)

e

Optical infet

) —
y, -
% A

r
. ’
45¢

@)

l12s-

Fig. 1: Principle of measurement: The axis of the polarization filter is illustrated by a thick gray line. The
parameters lo°, 190°, 145° and 1135° are obtained by turning the polarization filter in intervals of 45°.
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To analyze the ground-based measurements it isssg@geto compare the measured
data with radiances simulated by radiative transfedels (in the following RTM). To
simulate polarized radiation the applied RTMs hawesider all components of the
Stokes vector. As a basic element, the RTMs incliee interaction of the solar
radiation with atmospheric molecules (Rayleigh teratg). Aerosol is implemented
using the scattering properties of aerosol padidalculated from Mie-Theory. For
investigations presented here two different RTMavapplied; the polradtran solver
(Evans et al. 1991,1995) as part of the ,library fadiative transfer calculations*
(libRadtran, Mayer 2005) ) and a new vector radeatransfer model included in the
SCIATRAN 3.0 package (Rozanov et al. 2006). Thesaroptical properties accord
to the standard WMO-model (Kokhanovsky, 1986) fa1/ASTRAN and to the OPAC
database (Hess et al., 1998) for the polRadtravesoln line with the presented
radiation measurements, validation and tests oASRAN will be discussed.

Results

Polarization measurements have been obtained W@RAS on August, ¥ and
August, 28' 2009 during clear sky conditions. The total radem for the two
measurements in zenith direction are displaydeign2a.

At first, the radiances of two measurements arplaygd on the left, done on August,
7" and August, 202009(Fig.2). The corresponding degrees of linear polarizatioh (
are shown irFig.2b
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Fig.2: Measured radiances obtainedon August, 20" (solid line, O = 41,68°) and August, 7" h (dashed line 6 = 56,75°) are
shown in panel a. The corresponding degree of polarization is displayed in panel b.
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The direct comparison of both cases shows thatati@nce was higher for August,
20" than for August, 7. The difference results mainly from the differeptar zenith
angle 8 (42° for August, 28 and. 57° for August ™), which alters the available
amount of solar radiation. Potential effects caussd different aerosol optical
thicknesses (AOT) are weaker than change® a&nd thus not observable in the
radiances shown here. Nevertheless, the differangsal optical thickness has beside
of the solar zenith angle a significant impact be tlegree of the linear polarization.
As shown inFig.2b, for lower case of low AOT (0.2) measured on Auga§", P,
increases with increasing wavelengths. The chahdleeospectral characterization of
the polarization goes with the different AOT of Ibaheasurements. Regarding to
theory, the lower SZA on August, 2@ompared to August,"7 supports the increase
of P with wavelength (Coulson, 1960: Tables reladadiation emerging from a
planetary atmosphere with Rayleigh scattering)

To analyze and evaluate the impact of each faataulations of spectral radiance and
degree of polarization by RTMs are employed. Nexthe point, that as cause of
restrictions of the polarization filter, data acgjtion is limited to the visible spectral
range between 350nm-700nm the RTM'’s force this tsplewindow as well. They
only calculate the aerosol optical properties witiese wavelengths.

0-1'0'||||||||||||||||||||||||||||||||

— Measurement 08.20.09 (AOT =0.11)

— SCIATRAN (wmo maritime)
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Fig. 3: SCIATRAN simulations for Rayleigh atmosphere and different aerosol situations.
For all simulations with aerosol AOT was set to 0.2. The Rayleigh case is convoluted.
As comparison, the measured radiance from August, 20" (Fig. 2) is added.
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Fig.3 displays a comparison of simulated and measuredmegs for August, 20.
Four calculated radiances simulated for differestosol properties are shown. The
ocher-colored line refers to the radiance simuldteda pure Rayleigh-atmosphere
(AOT=0). With no aerosol particles included thistiee reference case. The three
colored lines show radiances simulated with aerpadicles included. The data bases
use pre-defined mixtures of different aerosol typeésr the simulations an urban
(green line in Figure 4), continental (red line)Jdamaritime aerosol composite (blue
line) was used. The continental and maritime a¢itype contains 90% water-soluble
aerosol, while the maritime one adds sea salt-agtated aerosol. The urban
composite contains 50% soot. While the simulatimnghe Rayleigh atmosphere have
been convoluted with the according spectral regoiubf the measurements, the
simulations including aerosol are displayed in sgéctral resolution of one nm.

In comparison to the measurements of August! #& modeled radiances show
similar results. However, higher AOT's are necegdar obtain equal results. The
simulations were performed with an AOT of 0.2 whA®T measurements from
August, 20" showed an average of AOT=0.11 which was given e AErosol
RObotic NETwork (AERONET) station of the Instituter Tropospheric Research
(IfT), Leipzig.

One possible reason for this difference may reBoln the data-averaging due to
AERONET. An uncertainty resulting from the RTM iset impact of the surface
albedo, which was set to 0.15 for the simulatiohshigher albedo may result in
increasing upwelling and consequently downwelliadiances and reduce the degree
of linear polarization. Further simulations areesliled to analyze the explicit impact
and weight of the albedo.

A further aspect that is presenthkig. 3 is the difference between the three simulated
aerosol calculations. Using urban aerosol thearawi has lower values than for the
other composites. This is caused by the soot pestincluded in the urban composite.
The soot absorbs radiation, which results in a tgreattenuation of the incoming
radiation and in lower sky radiances.

Furthermore, a difference between the spectralactanmstic of the radiances for the
different aerosol cases can be observed. Simutateiin maritime aerosol-case show
a weaker decrease of the radiance with wavelengtimpared to the other
compositions. This is caused by spectral differerafethe according scattering phase
function of sea salt in the marine composition. ldeer, these differences are small
and difficult to observe in measurements. To demae assured information on the
aerosol properties, the degrees of linear polaozatas calculated from the results of
the simulations.
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Fig.4: Degree of polarization for an AOT of 0.02 simulated with SCIATRAN based on the measurement from August, 20" is
presented in panel a, while the degree of polarization for panel b was calculated for an AOT of 0.2

Fig.4 display simulations of SCIATRAN using the diffetearerosol composites and
the Rayleigh-case as introduced above. The simuktishown inFig.4a are
performed with an AOT of 0.02 while the resultspiisyed inFig.4b are obtained for
an AOT of 0.2. In general, the degree of lineaiapnition decreases with increasing
AOT, while the maximum values are given by the Reyl case. Without aerosB|
increases slightly with the wavelength. In comparisthe spectral pattern df
obtained for AOT=0.02 shows a slight increase’,0tip to 500 nm. For wavelengths
above there is a decrease. For AOT=).8ecreases over the entire wavelength range.
In comparison to the measurement from Augusf" Be spectral pattern of the
measuredP; is not fully reproduced yet. Further investigaioto determine the
reasons are scheduled.

The comparison of these simulations has shown Rhag highly sensitive to even
smallest aerosol optical thicknesses. For AOT=@02leviates from the Rayleigh-
case up to 25% at a wavelength of 700 nm. Congrathle simulated radiances for
AOT=0.02 (not shown here) differ only up to 3%. $hhe measurements Bf are
more suited to detect low aerosol concentratioowedOT<0.05 than measurements
of spectral radiances.

However, P, is also strongly affected by the relative positaf optical inlet and the
Sun. To analyze the effect of the changing solaitizeangle in comparison to AOT
changes simulations with differefitare shown irFig.6.

19



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

—— @ =20°
-~ g =a0°
--—. B =s60"
—— f =s80"

[ e e '|_|—r T I + o e |—|—|- =l —+ -l—l—l- 4—|-J e
0 460 500 540 580 620 660 700
Lambda [nm]

o

@]
A
N

Fig.5: Impact of 0 on linear polarization simulated with SCIATRAN. A maritime
aerosol setting is used (AOT=0.1). The viewing direction is zenithal.

Presented are simulations for a continental aeesttihg with AOT=0.1. In general,
for the chosen zenithal viewing direction the siatioins reveal that an increase6of
increases the degree of polarization. While for Iss@attering anglegf = 20°) P,
almost diminishes, simulation with= 80° result in the highes?, of up to 70%. This
Is due to the fact that the Rayleigh-scatteredatamh has a maximum of polarization
for 90° scattering angle. Compared to the simutatising a fixed but different AOT
shown inFig. 5 the impact off exceeds the impact of aerosol. Thus the geomktrica
configuration of the measurement setup (inlet wigwangle andd) have to be
considered correctly to retrieve precise informatm aerosol properties. In relation to
the measurements shown kig.2b where both AOT and have changed, these
simulations have shown that both attributes explaéndifferent spectral characteristic
of P, obtained for August, 20 and August, 7.

Conclusions

The influence of aerosol on the linear polarizediagon has been analyzed by
radiation measurements and simulation by the RTNASRAN. The measurements
and the simulated radiances were obtained for réifits9 and AOT. The impact of
both parameters on the spectral radianceRamwdas analyzed. It has been shown that
both measured quantities | aRdare influenced by changing AOT aAd However,

P, was found to be affected much stronger than ttienae.
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Furthermore, differences in the impact of AOT #&hdn the measured and simulated
radiation were analyzed. While the absolute effactshigher for a changirgy AOT
was found to have a higher impact on the spectralacteristics of;. In contrary the
spectral characteristic of the radiance is onlghdly affected by differen® and AOT.
This reveals thaP; is suited better then measurements of the radiemaetrieve
information about aerosol properties from solar skgiation measurements. The
higher absolute and spectral sensitivityRpfwith respect to changes in the aerosol
properties enables to identify even small amourdeybsol AOT<0.01 which are not
detectable by measurements of the radiance. Addily, P, is a relative measure and
therefore independent on the accuracy of the ragliocncalibration of the instrument.
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Connection of Planetary Waves in the Stratosphere and
Ionosphere by the Modulation of Gravity Waves

P. Hoffmann, Ch. Jacobi

Abstract

A possible connection of planetary waves (PW) and ionospheric planetary wave type
oscillations (PWTO) at midlatitudes is studied by analyzing MetOffice stratospheric re-
analysis data and maps of the Total Electron Content. Although the seasonal variability
looks similar, the vertical coupling between stratosphere and ionosphere is known to only
happen indirectly through processes such as the modulation of gravity waves (GW) by
PW. To investigate possible coupling processes, information about GW are retrieved from
SABER temperature profiles (30-130 km) by calculating the potential energy (£),) and
generating daily maps of E,. For the period of time from 2003-07-19 to 2005-07-20 prox-
ies of stationary and travelling PW were calculated to obtain a general picture of PW
activity, modulation of GW by PW and activity of PWTO in the ionosphere. The re-
sults reveals that mostly PW itself cannot reach lower thermospheric heights, but their
signatures propagate upward up to 120 km and above, where they can trigger PWTO.

Zusammenfassung

Ein moglicher Zusammenhang zwischen dem Auftreten planetarer Wellen (PW) und typ-
ischer Oszillationen planetarer Wellen (PWTO) der Ionosphére in mittleren Breiten wird
auf der Basis von Analysen stratosphérischer Reanalysen und Karten des Gesamtelektro-
nengehalts untersucht. Obwohl das saisonale Verhalten dhnlich erscheint, kann die Kop-
plung nur auf indirektem Wege erfolgen, wie z.B. durch die Modulation von Schwerewellen
(GW) durch PW. Die fiir die Analysen notwendigen Informationen iiber GW kénnen aus
Temperaturprofilen (30-130 km), abgeleitet von Satellitenbeobachtungen (z.B. SABER),
durch die Bestimmung der potentiellen Energie von GW, gewonnen werden. Zusam-
mengefasst in tidglichen Daten (2003-07-19 to 2005-07-20) stellen Proxies stationdrer und
wandernder PW ein vereinfachtes Bild des Prozesses der Modulation durch PW dar. Die
Ergebnisse zeigen, dass sich PW selbst nicht bis in die unteren Thermosphére ausbreiten
kénnen. Jedoch die Signatur, getragen durch GW, kénnte auf diesem Wege als PWTO
abgebildet werden.
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1. Introduction

The variability of the ionosphere is mainly driven by regular and irregular variations of
the extreme ultra-violet solar radiation (EUV) and the Earths magnetic field. However,
planetary wave type oscillation (PWTO) having periods of several days have also been
observed in ionospheric parameters (e.g. Total Electron Content and f,F'2), and show a
similar seasonal behavior in comparison to stratospheric planetary waves (PW) at midlat-
itudes (Borries et al., 2007) and to the meridional neutral winds in the mesosphere/lower
thermosphere (MLT) region (Altadill et al., 2003). Until now no clear evidence exist that
such oscillations are forced by waves coming from the lower atmosphere. From theory
and model experiments (e.g. Pogoreltsev et al., 2007) is known that stationary and long-
period PW cannot propagate vertically into the lower thermosphere due to the critical
layer filtering near the mesopause region and other processes such as diffusion. However,
indirect coupling processes could exist, such as the modulation of GW by PW (e.g. Las-
tovicka, 2006), which may transport signatures of PW from the stratosphere/mesosphere
to the thermosphere.

Since 2002 a space-based temperature data set from the SABER instrument onboard the
TIMED satellite is available, which covers the lower and midlatitudes (52°N to 52°S)
from the stratosphere up to the lower thermosphere (130 km) without gaps. To extract
information about GW from globally distributed temperature profiles one may calculate
the potential energy (F),) from these. Climatologies of GW E), taken from satellite-borne
temperatures are presented in e.g., Tsuda et al. (2000), Preusse et al. (2002), Preusse et
al. (2006) and Frohlich et al. (2007).

By calculating the potential energy of GW one may study the modulation by global scale
waves such as PW in comparison to stratospheric PW and ionospheric PWTO. A detailed
description of this method is given in section 2. The analysis of PW and the modulation
of GW by PW is performed calculating proxies of PW in the space-time domain. With-
out any spectral decomposition we obtain a general picture of stationary and travelling
components and their effects on GW amplitudes. The principle is given in section 3. How-
ever, in order to demonstrate a possible transmission path of vertical coupling through
the modulation of GW, information about small scale Travelling Ionospheric Disturbances
(TID) are essential. Their signatures over Europe can be retrieved from GPS signals as
presented in Borries at al. (2009) and the data are used here to find the connection
between TID and PWTO in comparison to stratospheric GW and PW.

Before studying the mechanism of coupling processes (in sections 5 and 6), a comparison
of PW results obtained by MetOffice and SABER is presented in section 4, similar to
Pancheva et al. (2009a), but using PW-proxies, to confirm the reliable picture of PW
activity.

2. SABER data analysis

The TIMED satellite was launched on 7th of December 2001 into a 625 km orbit of 74.1°
inclination to investigate the dynamics of the mesosphere, thermosphere and ionosphere.
The SABER instrument on board of the spacecraft began making observations in late
January 2002. By step-scanning the atmospheric limb SABER measures height profiles
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Figure 1: Ezample of potential energy calculation (2003-12-12, 49.2°N, 5.8°E). Left panel:
SABER temperature profile (T, grey line) and lowpass (A, > 6 km) filtered profile (T,
black line). Middle panel: Residuals T'. Lower panel: potential energy E, after Eq.1.

of temperatures and selected chemical species from 10-180 km altitude with a horizontal
resolution along track of about 400 km. The multispectral radiometer operates in the
near to mid-infrared over the range 1.27 pm to 17 pm (7865 cm™! to 650 cm™1). Tt
measures C'Oy infrared limb radiance from approximately 20-120 km altitude and the
kinetic temperature profiles are retrieved over this heights using a full non-LTE inversion
( Mertens et al., 2004). The used SABER L2A data (version 1.07) were downloaded from
the web site: http://saber.gats-inc.com.

The SABER latitude coverage extends from about 52° of one hemisphere to 83° of the
other. This latitude range is reversed by a yaw manoeuvre every 60-days. Due to the sun-
synchronous orbital geometry the spacecraft passes the equator always at the same local
time (12LT) on the dayside. Before collecting the observations of one day and adapting
the orbital data to a regular 3D-grid, all geolocation information, temperature profiles (7"
and the geometric height were extracted from the L2A product files and separated into
ascending (7}s.) and descending (7ys.) overflights (Oberheide et al., 2003). Thereby, the
disturbing impact of the diurnal migrating tide can be reduced. Each single profile (Fig.1,
left panel) having a vertical resolution of Az = 0.5 km between 30-130 km is decomposed
into harmonics (sine and cosine functions with A, < 6 km) using the least-squares fit and
reconstructed combining all harmonics having a vertical wavelength (A, > 6km) to
obtain a filtered temperature profile 7'(2). As shown on Figure 1 (middle panel), the
residual profile 7"(z) between the original T'(z) and the filtered profile 7'(z) reveals the
vertical structure of GW amplitudes and their specific potential energy (right panel):

1 2 (T"\°
B=5(%) (F) (1)
2\N T
whereas g and N represents the acceleration due to gravity and the Brunt-Vaisala fre-
quency. This method is also used in e.g. Frohlich et al. (2007) to extract GW energy
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in the lower stratosphere from GPS radio occultation measurements. The spatial and
temporal variations of the total energy integrated over a sliding vertical column (10 km)
is used to study the modulation of GW. Note that the limb-scanning of the atmosphere by
instruments satellites (e.g. SABER on TIMED) only certain parts of the GW spectrum
is visible due to the integration along the line of sight (Preusse et al., 2006). Informa-
tion about the horizontal wavelength vector, in particular perpendicular to the spacecraft
orbit, are difficult to detect and only part of the GW energy is visible depending on
horizontal resolution and viewing geometry with respect to the wavenumber vector.

A daily regular gridded picture for several parameters (T}, Tisc, £) is obtained by me-
dian averaging all observations lying within a 3D-grid (AX = 10°, Ap = 5°, Az = 2 km)
covering the region from 45°S to 45°N between 30-130 km. Possible outliers getting less
weight which reduces the day to day variation of the retrieved values and the data quality
of the GW potential energy. A more technical description of this regularization using the
programming language Python is given in Hoffmann et al. (2009). Due to the orbital
geometry alising effects occur especially for analysing tidal waves in the mesosphere /lower
thermosphere (MLT) region, and short-period PW.

The daily products of this procedure are depicted on Figure 2 for 45°N from the 2003-07-19
to 2005-07-20. The upper panel shows the daily zonal standard deviations

O {Tdsc} - \/% Z(Tdsc - Tdsc)Q (2)
A

as an approximation of PW activity, with nz being the number of data points in the
zonal direction and A is longitude. Below 80 km, the picture indicates the well known
seasonal cycle of PW activity, with a maximum during winter. Above 80 km, the struc-
tures are somewhat questionable due to alising effects caused by tidal waves, which are
subharmonics of the solar day composed into migrating and non-migrating components.
Those amplitudes increase with altitude. The zonal mean m, {Tys.} = % > Thse given
in Figure 2 (middle panel) illustrates the background thermal structure of the middle
atmosphere and its seasonal behavior. The lower panel in Figure 2 shows the daily zonal
standard deviation of the GW potential energy o, {E,} (similar to Eq.2) as an approx-
imation of modulation effects. The daily values predominately maximize, according to
the increase of potential energy with altitude, in the mesopause region near 90 km, where
GW become unstable, break and deposit momentum to the background flow leading to
the background wind reversal. For the vertical propagation of PW this region acts like a
barrier, only fast PW some GW are able to penetrate the lower thermosphere. Below 80
km a seasonal cycle similar to those of PW appears. Thus, information about the indi-
rectly vertical propagating of PW can be retrieved by analyzing the modulation of GW.
The signals of GW separated from PW and tides, which having typically greater vertical
wavelength, are minor influenced by alising effects and can deliver a clearer picture of the
vertical coupling process.
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Figure 2: Height-time cross-sections of SABER data at 45°N. Shown are daily zonal stan-
dard deviations (0, {Tysc}, upper panel), daily zonal means (my {Tys}, middle panel)
and daily zonal standard deviations of the potential energy (0, {Ep}, lower panle).

3. Proxies of Planetary Waves

The space-time spectral analysis of PW first presented in Hayashi (1971) or PWTO at one
latitude circle delivers a large number of wave components which are difficult to interpret.
Thus, proxies of PW are introduced combining mean (m) and standard deviation (o)
in the longitude- (x) time (t) domain to study the problem of vertical coupling by the
modulation of GW to obtain a general picture of such mechanism. Thereby, we simply
differ between a proxy for stationary waves
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2
alm{AY) = | =3 {%me}—{%sz,x)} )
A t t

with A as the parameter under investigation, such as (T1ppa, Tisc, Fp), and a proxy
for travelling waves defined as the difference between a proxy including all propagating
components

t

ma(o {A)) = H—ZZ{\/W{ 3 (A —A(t,m?}, ()
A

and the variation of the zonal mean

2
sma{AY = | ==Y {%ZA(M)}—{%ZAW)} o)
t A A

Both proxies, characterized here, are the most prominent features of the middle atmo-
sphere dynamics. To obtain a temporally resolved behavior of wave signals, the proxies
are applied for a 48-days running window shifted by one day for each height. The integer
(nz, nt = 48 d) denotes the length of the sample in longitude and time, respectively.

Concerning the PW-proxy amplitudes derived from SABER data we use only nocturnal
values (Tzs.) and normalize these by the long-term total standard deviation

Ttot = \/ﬁZZ(A—A)Q (6)
TR

for each latitude and height, separately. The length of the time interval used here has the
value nt = 730. For the analysis of PW, possible tidal effects are clearly reduced above
80 km and the increasing amplitudes of GW amplitudes with altitude are weighted by
010t t0 obtain a stronger picture of modulation effects by PW from the stratosphere to
the lower thermosphere.

4. Validation of Planetary Wave Results

The temperature data from the MetOffice reanalysis product (0-60 km) overlap with
those retrieved from SABER (30-130 km). Thus, in this section we compare PW results
obtained from these two different data sets.

Figure 3 presents a height-latitude cross-section of stationary (left panel) and travelling
(right panel) PW-proxies derived from MetOffice (contours) and SABER (greyscaling)
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Figure 3: Height-latitude cross-section of stationary (left panel) and travelling (right panel)
wave activity applying PW-prozies to MetOffice (contours) and SABER (greyscaling) tem-
perature data. The picture represents the averaged situation for the winter 2003/04

temperature data. The distribution of PW activity was averaged for the winter (Dec-
Jan) situation (2003/04). The PW amplitudes obtained from SABER are normalized
by the total standard deviation (as described in section 3). The picture on the winter
hemisphere (+45°N) is determined by stationary- and travelling PW. Using such a proxy
of travelling PW both westward propagating Rossby waves and eastward wave components
are collected. Between 30-60 km both data sets show a generally good agreement, however,
around the equator differences occur near 50 km. We discuss this problem in the next
paragraph.

The time-latitude picture at 50 km (~1 hPa) shown in Figure 4 reveals that the sig-
natures of the stationary component (upper panel) in MetOffice data (contours) around
the equator have a semi-annual period with an amplitude of 3-4 K. This phenomenon
is not visible in the SABER data (greyscaling). In Pancheva et al. (2009a) a northern
hemisphere time-latitude plane of the stationary PW (SPW1, SPW2, SPW3) is presented
near 40 km. Differences around the equator exist but they are smaller than 1 K. One may
speculate that the reanalyses at lowlatitudes above 40 km could be questionable. Due
to the decreased number of observation with height, and the forcing mechanism of the
equatorial semi-annual oscillation due to equatorial waves, the reliability in the tropo-
sphere/lower stratosphere is much higher. Notwithstanding possible problems with PW
analyses at equatorial regions, the PW at midlatitudes retrieved from both data sets indi-
cate a good agreement. Due to the averaging process by fitting the satellite measurements
to the 3D-grid, the SABER wave amplitudes are a little smaller (<1 K) in comparison to
MetOffice.

The height-time cross-sections of PW-proxies at 45°N are presented in Figure 5. While
MetOffice data are regularly produced up to 0.1 hPa (~60 km), space based temperature
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Figure 4: Time-latitude plane at about 50km of the stationary PW-proxy (upper panel) and
travelling PW-prozy (lower) derived from SABER (greyscaling) and MetOlffice (contours).

measurements including the mesosphere and lower thermosphere up to 130 km. Note, that
the data above 80 km are aliased due the tidal wave amplitudes increasing with altitude.
To reduce this effect the amplitudes of proxies are normalized by o4 (see section 3). The
temporal and spatial structure of the stationary (upper panel) and travelling (lower panel)
PW-proxy at 45°N seems consistent with the amplitude of SPW1 and long-period PW
(winter 2003/04) presented in Pancheva et al. (2009a). Two maxima of the stationary
wave occur around 40 km and 70 km in both cases as well as the break in January 2004
caused by major sudden stratospheric warming (SSW). Finally, from Figure 5 one can see
that PW are not able to propagate directly into the lower thermosphere.

5. Modulation of GW by PW

GW, which cover a broad range of horizontal and vertical wavelengths shorter than those
of PW as well as frequencies between buoyancy and inertial frequency, are considered to
be able to transfer signals of stratospheric PW into the upper neutral atmosphere. Their
amplitudes cause fluctuations in the thermosphere density and composition modulated by
PW from below. Due to the connection of the thermosphere and ionosphere, signatures
of PW then should be also visible in the ionised component.

Analogue to the previous section, PW-proxies are determined to obtain a general picture
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Figure 5: Time-altitude cross-section at 45°N of the stationary PW-prozy (upper panel)
and travelling PW-prozy (lower panel) derived from SABER (greyscaling) and MetOffice
(contours). The PW-prozies in SABER are normalized by the total standard deviation in
the time-longitude domain at each height.

of modulation effects of GW by global scale waves such as PW. The latitude-height cross-
section presented in Figure 6 shows the GW modulation by stationary (left) and travelling
(right) PW for winter 2003/04 (Dec-Jan). The latitudinal distribution reveals signatures
of stratospheric PW in the GW potential energy at mid-latitudes (greyscaling). At lower
latitudes and in the southern hemisphere no signals of PW exist. In the mesosphere /lower
thermosphere (80-130 km) a similar latitudinal structure of GW modulation by PW can
be observed only for the travelling component. However, a maximum of this proxy near
the summer mesopause (80 km) at 45°S is found. Figure 7 depicts the modulated GW
potential energy (greyscaling) by stationary (upper panel) and travelling (lower panel)
components. The magnitudes are again normalized by o, for each altitude. The contour
lines show the associated PW activity derived from MetOffice for the stationary- and
travelling proxies, respectively.

In section 4 we have already shown that PW cannot propagate directly into the thermo-
sphere, but we suppose that signatures of PW are able to be transfered from the strato-
sphere to the lower thermosphere indirectly by the modulation of GW. These have smaller
horizontal and vertical scales than PW, which enables them to overcome the mesopause
and penetrate the lower thermosphere. From Figure 7 we can conclude that especially
travelling PW modulate GW at stratospheric heights and these signatures are detected,
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Figure 6: Similar to Figure 3, but the normalized potential energy of GW derived from
SABER (greyscaling) is shown.

although slightly modified at 120 km similar to PW activity. In mid-winter 2003/04,
we observe two maxima of travelling proxy amplitudes in GW potential energy signals
during early and late winter. This behaviour is connected to SSW showing a break in the
stationary proxy and the modulation of GW by travelling PW. The same structure can be
observed between 90-120 km. In winter 2004/05 (without SSW), the modulation of GW
is not disturbed, but the signals of GW above 90 km appear different to the stratosphere.

A special phenomenon is observed around the summer mesopause which shows a maximum
of GW modulation, probably caused by in situ processes. A connection to the quasi-2-
day wave (QTDW) is assumed, which maximises in summer at midlatitudes (Jacobi et
al., 1997). In this connection, the low values of the normalized proxies that occur in the
winter mesopause are caused by the large summer amplitudes such that the winter PW
are underestimated. Thus, the signature of PW should be continuously visible by the
modulation of GW.

6. Coupling between atmosphere/ionosphere

As already demonstrated in the previous section, PW may modulate GW and their sig-
natures can propagate into the lower thermosphere almost continuously. In this section
we present evidence of the indirect coupling mechanism between stratosphere travelling
PW and ionospheric PWTO by an example of the modulation of GW at 45°N.

Figure 8 shows the time series of travelling PW-proxy applied to data at different heights
from the stratosphere (40 km) up to the ionosphere (~300 km). Their amplitudes are
normalized and scaled in according to the corresponding height. The stratospheric PW
from MetOffice data at about 40 km (thick dark line) represents the actual wave activity
of the travelling components. In addition, the modulation of GW by travelling PW
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Figure 7: Time-altitude cross-section at 45°N of GW modulation by stationary (upper
panel) and travelling (lower panel) PW. The PW-prozies of GW (greyscaling) derived
from SABER are normalized by the total standard deviation in comparison to PW-prozies
obtained from MetOffice (contours).

derived from SABER at 8 different heights (thin grey lines) averaged over 10 km are
added from the stratosphere (30 km) to the lower thermosphere (120 km). The time
series of the modulated signal reproduces the one of the PW activity especially in early
and late winter 2003/04 (grey shaded). One observes a signal of PW in the stratosphere
and a modulation of GW up to 120 km. At the same time signatures of PW in the
ionosphere by modulation of TID (thick dotted line) and PWTO (thick dashed line)
derived from TEC can be detected. We may consider this result as a supporting evidence
for an indirect vertical coupling between the stratosphere and ionosphere. The situation
in winter 2004 /05 differs from the previous one. There is no SSW and the modulation of
GW by PW follows the course of the PW activity up to 90 km relatively well. Above, the
character occur slightly changed, however, a possible correspondence can be found with
respect to proxies derived from ionospheric data. However, there is no clear similarity in
the behaviour of the different parameters, especially in December 2004. At 120 km the
GW potential energy shows a minimum while TID signatures indicate a maximum. In
contrast to that, the proxy of PWTO reveals no important change. We may conclude that
there is a possible coupling between PW, GW modulation, TID and PWTO, however,
this coupling is intermittent and does not occur necessarily in every winter.

The summer maximum around 80 km seems to be caused by in situ processes in connection
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with the QTDW. Neither stratospheric PW nor signatures of PW in the ionosphere are
visible in the TID and TEC data.
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Figure 8: Time series of travelling PW-prozies for different parameters at several heights.
Starting from below: PW (thick dark line), GW (thin grey lines), TID (dotted line) and
PWTO (dashed line). All amplitudes (A) are normalized by the long-term mean (A) and
scaled according to the corresponding height: - -
Apw = 20 + 10 - (A/A)i Acw = h, + 30 - (A/A), Arrp = 130 + 10 - (A/A),
150 + Apwro = 10 - (A/A)

7. Conclusions

A possible connection between stratospheric PW and ionospheric PWTO by the modula-
tion of GW potential energy derived from SABER (space-based) temperature profiles is
presented in this paper using proxies of PW activity. To this end, we have used SABER
temperatures and MetOffice reanalyses. At first, we have shown that PW proxies (sta-
tionary and travelling) derived from both data sets are conform at midlatitudes. Up to
about 70 km the SABER data deliver reliable results of PW without aliasing effects that
are, near the mesopause, caused by the sun-synchronous observation and the increasing
tidal amplitudes in the upper mesosphere. However, using the normalization by o
this influence can be reduced. The results of our analysis confirm literature results that
stationary waves cannot propagate higher than about 80 km.

Furthermore, the mechanism of vertical coupling between the stratosphere and ionosphere
through the modulation of GW by PW has been analysed. It could be demonstrated that
during some winters GW amplitudes are modulated by PW and propagate directly upward
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up to the lower thermosphere where they may cause fluctuations in density and compo-
sition. Due to the interaction between the neutral and ionised component of the upper
atmosphere possible modulation effects could trigger TID and finally PWTO, which had
been demonstrated by the corresponding time serie of these parameters during one winter.
The mechanism of vertical coupling, which is proved for the winter seasons 2003,/04 indi-
cates promising results that stratospheric PW activity modulates GW (PW—GW) well
seen in Nov. 2003, Feb. 2004 and Feb. 2005. During these periods of time GW obviously
propagate directly upward into the lower thermosphere (120 km). Due to the fact that
ionospheric plasma acts to a certain degree as a tracer in the neutral atmosphere, the
temporally behavior between the PW-proxy derived from GW potential energy and TID
signatures appears comparable (GW—TID), except for Dec. 2004.

Although, the applied method using proxies of PW delivers only a general view of such
coupling mechanism, but the results manifestate the likely relation between PW and
PWTO by the transmission path PW—GW—=TID—PWTO.
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Piecewise linear trend detection in mesospher e/lower
thermospherewind time series

R. Q. Liu and Ch. Jacobi

Summary

A piecewise linear model is developed to detechatic trends and possible structural
changes in time series with a priori unknown nunaet positions of breakpoints. The
initial noise is allowed to be interpreted by tlrstf and second-order autoregressive
models. The goodness of fit of candidate modelthafresiduals are accepted as nor-
mally distributed white noise, is evaluated usihg Schwarz Bayesian Information
Criterion. The uncertainties of all modeled treradgmeters are estimated using the
Monte-Carlo method. The model is applied to the aspbkere/lower thermosphere
winds obtained at Collm (52°N, 15°E) during 196M20A persistent increase after
~1980 is observed in the annual mean zonal winddas the primary model while
only a weak positive trend arises in the meridioo@nponent. Major trend break-
points are identified around 1968-71 and 1976-7®oth the zonal and meridional
winds.

1. Introduction

As with global change near the Earth’s surfacerethie also of interest to detect
long-term trends in the upper atmosphere and at&ithem to their primary causes.
Recently, a relatively consistent pattern of midaihel upper atmosphere temperature
trends has been presented, showing cooling inttaesphere/mesosphere, weak trend
around the mesopause, and cooling in the thermospl@sStovéka et al., 2008).
However, when dynamical parameters in the middld apper atmosphere are
considered, a much less clear picture is found. Noailable mesosphere/lower
thermosphere (MLT) wind time series of more thare¢hdecades indicate that wind
trends may be interrupted, or change directiont(Rragin et al., 2006; Jacobi et al.,
2009; Merzlyakov et al., 2009).

These changes in trends may be analysed usingtistdtimodels. Unlike in some pio-
neer structural change trend analyses, e.g. otutharound and recovery of the total
ozone column (Reinsel et al., 2002) or changes®fgtobal surface temperature ano-
maly (Seidel and Lanzante, 2004), where the passitthnge dates are specified in ad-
vance, the number and times of possible trend brealWLT winds are a priori un-
known (Tome and Miranda, 2004), i.e., they can drdydetermined according to some
basic mathematical principles that underpin theppsed model. This also increases
the complexity and skill needed from a practicgjoathm. In addition, an integral
trend model should be able to not only detect jsdrend breakpoints (BPs) and
measure the associated partial trends but alsalbsdas possible account for the
variability of an original time series. So an ingdlifundamental assumption for a
statistical model is that the ultimate modeled rreeed (or can) not be explained any
more, e.g., the residuals can be regarded as indept and identically distributed
(i.i.d.) random variables with zero mean and commanance (Reinsel et al., 2002;
Seidel and Lanzante, 2004).

37



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

A statistical model for structural change trendeassent, incorporating the methods
proposed by Tome and Miranda (2004) and Seidel laamdzante (2004), has been
developed. It will be applied to analyze the climéitends and their structural changes
in the mid-latitude MLT wind series obtained at I@ol (52°N, 15°E) during
1960-2007.

2. A piecewiselinear trend model

As a natural extension of the linear regression ehdét us consider the following
structural change linear regression model witBPsTy, T, ... T, (and thuan+1 re-
gimes or segments) applied to a time series oletingthT:

m+1

Vo= 2wy (@ BN, (=102, T, (1)
i=1

where T,=0, T_,,=T. |, denotes an indicator variable equal to one ifehentA

is true (e.g. whentO[T_, +1 T,]) and zero otherwise (e.g. wham[T_ +1 T]). A

continuity condition at each turning point is impdsas

g +bT =a.,+0b, T, (=1 2 .. m. 2)

In Eq. (1), Y, is the observed dependent variable at timg a and

b (i=1 2, .., m+1) are the corresponding trend regression coeffisiéin¢. inter-
cept and slope) for each segment, addis the unexplained noise term often as-
sumed to be autoregressive with time lag of 1 GkR(1) or AR(2), e.g. Reinsel et al.,
2002; Seidel and Lanzante, 2004). That {&,} satisfies N, =¢N,_,+¢ or

N, =¢,N_ +#,N_, +&, where the errors, (&) are independent random variables
with mean 0 and common varianeg (o?2) and

¢=,01, ¢1::01(1_:02)/(1_:012)v ¢2=(:02_:012)/(1_:012) )

when assuming[N,} is a stationary random process with standard tegand -two
autocorrelationsp, and p,.

Note that this is a partial structural chamgedel in the sense that the autoregressive
parameters are assumed to be constant across sedineeBPS 4, Ty, ... T, are expli-

citly treated as unknown. Our procedure is firsestimate the unknown piecewise li-
near trend coefficients together with the timed8&f%s whenT observations ofY; are
available. Then the produced noise term will beatively interpreted, respectively, by
the first- and second-order autoregressive modslswall as that one without
autoregression (AR(0)) when tig themselves can be regarded as independent ran-
dom errors with zero mean and common variaage Finally, the uncertainties of all
modeled trend parameters (including the positioh8M@s) are estimated using the
Monte-Carlo method.

In general, the number of structural breaksis also unknown. However, at the
beginning, we treat it as known (i.e. apply thecedure with differentm) and its

determination will be treated later as a problemmuidel selection. The method of
estimation considered is that based on the leastreq principle (Bai and Perron,

38



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

1998). For eachm-partition (T,, T,, ..., T.)), the associated least-squares estimates
of trend coefficients are obtained by minimizing tlsum of squared residuals (SSR)”
(as in Tome and Miranda (2004), we treat slopdmefsegments and intercept of the
first segment as the independent regression caeftec and so employ an efficient
algorithm proposed therein to create the desigmixjat

5, = Z[Y —il{wstg}(a +ht)} , 3)

and the estimated BP§, T,, ..., T., are such that

(1:1’ 1:2' s 'I:m):argminTl’ ...,TmST(Tl' PSR Tm)’ (4)

where the minimization is taken over all partitio@g, T,, ..., T,,) subject to a set of

appropriate constraints on the minimum distancevéen two consecutive BPs, the
minimum length for the first and last segments #mel minimum amount of trend

change at BPs (Tome and Miranda, 2004; 2005).

In practice, one can start with the case of zerdiBPthe simple linear case when Egs
(1) and (3) are still valid but (2) and (4) disagp@aturally), up to a maximum of
m (1) BPs. For each of then+1 cases the following step is to augment the
corresponding regression trend with the first- aadond-order autoregressive compo-
nents. As did in Seidel and Lanzante (2004), wesssthe goodness of fit of the resi-
duals (hereatfter i.e. the modeled errors) to addmensional (1-D) Gaussian distribu-
tion, both with removal of the AR(1) or AR(2) belavin the noise and directly with
the model AR(0), by using the Anderson-Darling (AbDg. Romeu, 2003) statistic to
test the null hypothesis of normally distributedideials. We eliminate from further
consideration any model for which the null hypotkes rejected at the 5% signific-
ance level (see Table 1A in Stephens, 1974). Owttier hand, the mean and the stan-
dard lag-one and -two autocorrelations of eachpedenormally distributed residual
series are calculated to check whether it can barded as a realization of a white
noise process. Only after this we, in principle,ptoy the standard form of the
Schwarz Bayesian Information Criterion (BIC, Ng d&wfron, 2005; Portnyagin et al.,
2006):

T

S(q):TIn{%Z(Yt—\?t)Z}+qInT, (5)
t=1

where \?t denotes the modeled value (vs. the residual) efdépendent variable at
time t and q=2m+2 for AR(0), q=2m+3 for AR(1) and q=2m+4 for AR(2)
(Seidel and Lanzante, 2004), to select the prirbast/and secondary models as those
with the lowest and second-lowest values of Bl@vpted that the residuals are ac-
cepted as 1-D normally distributed white noises.

Finally, an important and unavoidable issue is dtaistical significance of the esti-
mated BPs and partial trends whereas it is stibb@en discussion (Tome and Miranda,
2005). For each accepted residual series (hereaster 1-D normally distributed white
noise), however, it is reasonable to assume tletdhkiduals are i.i.d. and follow a
common distribution N(0,0%) for AR(0), N(0,0?) for AR(1) or N(0,02) for

AR(2). Thus it is convenient, using the Monte-Casimulation approach, to estimate
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the standard deviations of all modeled trend patarsgone can repeatedly generate
the corresponding pseudorandom normally distribuesidual series (Press et al.,
1992), add it to the modeled sequence of the dependriable and run the first step
of the foregoing procedure, and at last computestimaple mean and variance of all
the fitted trend parameters).

3. Application to Collm wind data

The model is applied to Collm MLT zonal and merithb prevailing winds during
1960-2007. The data evaluation and first trendyamakesults have already been pre-
sented in Jacobi et al. (1997) and Jacobi and Kiaesc(2006). There have been sev-
eral changes in measuring strategy, which can patigniead to inhomogeneity in the
time series and thus to possible artifacts in trandlysis. During the first decade of
the measurements, data analysis has been perfonauaghlly, with smaller measuring
density in the early years. In particular, befog®8 data have been only taken during
the evening hours, so that these years cannoglaeded as reliable in a trend analysis.
The switch from manual to automatic data analysis972 has been accompanied by a
very long (several years) parallel analysis, sd #réifacts due to this change are
improbable. The change from the analysis of sirigle series to an average over
three measuring paths is connected with a smootbindpe time series. Therefore,
year-to-year variability before and after 1979 nsapw an apparent change, which is
not of meteorological origin. However, the analysidong-term trends should not be
seriously affected.

Because we are mainly concerned about the clirtraticls and their structural changes
in the MLT winds and to avoid so-called end effg@ieme and Miranda, 2005), the
minimum distance between adjacent BPs and the mmitength for the first and last
segments are both set to 5 years in this study.alloesed minimum amount of trend
change at BPs is 0.01 Higear. These constraints are optimized for our leraband
changing them moderately would not have a sigmfiedfect on the modeled results.
To accurately estimate the standard deviationd &ftad trend parameters when using
the Monte-Carlo method, we always generate 100@udmandom series (actually
only ~8300 series are used because ~17% of themej@eted at a 15% significance
level through the AD test) to simulate the corregpog normally distributed i.i.d.
residuals. Some model parameters and input/ouggatfdes are listed in Appendix A.

The model is applied to annual mean winds, whiah expected to disclose stable
trend results, although one has to keep in mint dhaual mean winds in the MLT
have limited physical meaning.

Fig. 1 shows annual mean zonal winds with corredimontrends added, based on
different pure trend models with 0 BP up to 5 BReni bottom to top) but without

autoregression. At first, the AD tests (hereafteha 5% significance level) and related
statistic calculations (see Table 1) reveal thdy tiee models with 2 up to 5 BPs can
produce acceptable residuals. In other words, thetlsimple linear assumption and the
1-BP pure trend model (showing results similariose obtained in Portnyagin et al.
(2006) but with a larger variance of the break pttime) have to be eliminated from fur-

ther consideration owing to the non-Gaussian thstion of their residual series and the
large lag-one autocorrelations as well. Then fraabl@ 2 we find that the best choice
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according to BIC is the 2-BP pure trend model,(ingthout autoregressive component).
It exhibits 2 major turning points, respectively 1971 and 1979, and after that a persis-
tently positive trend (0.22 rii#year) arises. Nevertheless, the large wind vdiigbi
before the late 1970s has not yet been completetpved by annually averaging (refer
to Fig. 3 below). This strong variability probabhcludes some artifacts, and in turn, it
will “mislead” the BIC (see the right hand side Ed). (5)) to select a simpler model
having BPs only before ~1980. In this case, asitiraber of fitting parameterg in-
creases, the second tergmT will increase rapidly whereas the first term (pwop
tional to the SSR) decrease slowly (refer to Figel®w), together leading to an increase
of the value of BIC. This suggests that in realitg 3- and 4-BP pure trend models
should also be considered as acceptable choice®fgat the 5-BP fit, which shows the
same times of the last 4 BPs as in the 4-BP mbeéekuse of its high value of BIC).
This provides 2 additional possible trend breales,those in 1991 and 1998/99. These
BPs are almost independent/quasi-stable solutienause their respective uncertainty
intervals have no evident overlaps with those beéoBPs. Or, more properly, they can
be regarded as “minor shifts” which are superpased persistently increasing back-
ground wind after 1979.
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Fig. 1. Time series of the annual mean zonal wind with corresponding trends added in
turn, from bottom to top, based on different pure trend models (with O BP up to 5 BPs
but without autoregression).
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All the trend break years detected above have,invitie limits of their uncertainty,
been identified in the winter prevailing zonal wintbserved over Obninsk (55°N,
37°E) as well using a sophisticated WZ-method (Makov et al., 2009). Further-
more, the turnaround at ~1990 has been given phatiattention recently in the com-
bined Collm and Obninsk winds, because it may @@ structural change in trends
in dynamics of the whole northern mid-latitude me&l@tmosphere up to the lower
thermosphere (Portnyagin et al., 2006; Jacobi.e2@09).

Table 1: Mean (), standard lag-one (o) and -two ( p,) autocorrelations,
AD-dtatistic ( A*) and associated significance level (a) of normal distribution testing
of each residual series based on different pure trend models (i.e., with m-BP trend but
without autoregressive component) applied to the time series of annual mean zonal
wind. The number symbols (#) indicate unacceptable residuals at the 5% significance
level, but the corresponding statistic values are still listed for comparison.

m 0 1 2 3 4 5

AR(0)

4 (ms-1)| .00 .00 00 00 00 00
o, 42 35 12 .06 02 -01
o, 18 .09 -.19 -.26 -.28 -.28
AZ .90 83 38 28 50 61
a #<05  #<.05 >.15 >.15 >.15 >.10

Table 2:Values of BIC based on different pure trend or combination models (i.e., with
m-BP trend plus r -order autoregressive component) applied to the time series of an-
nual mean zonal wind. The best model is identified with an asterisk (*). The number
symbols indicate cases of unacceptable residuals, but the corresponding BIC values
are still listed for comparison.

m 0 1 2 3 4 5
r
0 #108.52 #113.39 *100.44 104.12 108.90 115.41
1 102.88 110.26 103.56 107.80 112.75 119.28
2 106.35 114.16 105.17 108.02 112.66 #119.40

42



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

As in the analysis for the zonal wind, the annueemmeridional wind and its candi-
date trends, based on different pure trend modedspresented in Fig. 2. From Tables
3 and 4 we find that only the models with 2 up tBMPs produce acceptable residuals
and again the best fit, according to BIC, is preddy the 2-BP pure trend model. It
exhibits 2 major turning points, respectively, 68 and 1975. After that only a weak
positive trend (0.06 m$year) arises in the annual mean meridional wirtdctvis due

to the different trends in different seasons (Jaaold Kirschner, 2006). As is the case
with the zonal wind, we suggest that in reality eand 4-BP pure trend models
should be considered as reasonable alternatives. dibcloses 2 expanded trend
breaks, i.e. those in 1981 and 2001 (while adjtistssecond major BP from 1975 to
1976), though the first one indicates a large uag#y interval overlapping with the
small one of the major BP in 1976.

-1

Annual Mean Meridional Wind/ms

9; | \/‘ /—/\/\—\ — VM“’/\\./MVAV < -
-10F \/ \/// —
- 2 O Y I T TR TR A AN SR TR TN TR N TR T TN TR AN TR SO T TR N S T S
1960 1970 1980 19380 2000 2010
Year

Fig. 2.Same as Fig. 1 except for the annual mean meridional wind.
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Table 3:Same as Table 1 except for the annual mean meridional wind.

m 0 1 2 3 4 5

AR(0)

4 (msh .00 .00 .00 .00 .00 .00
o 48 41 .05 -.07 -.09 -.09
2, 34 .32 .03 -.04 -.06 -.06
AZ 1.11 .84 55 61 76 79
a #<.01 # <.05 >.15 >.10 > .05 # <.05

Table 4:Same as Table 2 except for the annual mean meridional wind.

r 0 1 2 3 4 5
m
0 # 99.51 # 100.98 *85.74 87.56 93.93 #101.44
1 #91.31 # 96.05 89.47 91.17 97.41 104.90
2 #94.19 # 97.59 93.18 95.08 101.23 108.74

Fig. 3 demonstrates the variations of the eseth&SR (sum of squared residuals)
and BIC with different pure trend models appliedite annual mean zonal and merid-
ional winds, respectively. One can see that, coatpanth the simple linear assump-
tion and the 1-BP case, the 2-BP pure trend maield to a drastic decrease of the
SSR and thus to a sharp drop of the BIC. Howevare the BPs assumed in the winds
exceed 2, the SSR only decreases slowly so thaBl@eurns to increase almost li-
nearly with the increasing number of BPs. Theretbree 2-BP pure trend models ob-
tain the minimum BIC. Nevertheless, as mentionedvap because the large wind
variability before the late 1970s probably includesne artifacts and, in turn, contri-
butes to the drastic decrease of the SSR, the 84&BP pure trend models, which

prove to produce acceptable residuals, shouldintipte be considered as alternative
choices.
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Fig. 3.Variations of the estimated SSR (solid lines) and BIC (dashed lines) with differ-

ent pure trend models (with 0 BP up to 5 BPs but without autoregression) applied, re-
spectively, to the annual mean zonal (upper panel) and meridional (lower panel) winds.

The complete modeling results (modeled series pggluals) of the annual mean
zonal and meridional winds based on the primary s&cbndary models selected
according to BIC (see Tables 2 and 4) are displaydeéig. 4. One can find that the
two fits for the zonal wind are from different (putrend and combination) structural
models since the secondary model has incorporatddsiorder autoregressive
component, while for the meridional component the fits are from the same (pure
trend) structural models. However, for the zonahdvthe reference meaning of the
secondary fit is weak because the pure linear t@sslimption has proved to be
unacceptable (Table 1) and the secondary modebhague of BIC (102.88) much
closer to those (103.56 and 104.12) of the third fourth models than to the BIC
(100.44) of the primary model (Table 2). For therisienal component the reference
meaning of the secondary fit is strong since ti&P3pure trend model proves to pro-
duce acceptable residuals (Table 3) and the fost fnodels have almost equally
spaced BIC values (85.74, 87.56, 89.47 and 91€E/Table 4).
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Fig. 4. Time series of the annual mean (a) zonal and (b) meridional winds (dashed line)

and their complete modeling results based on the primary (2 BPs plus AR(O) in both

cases. solid lines for the modeled series and the residuals) and secondary (linear plus

AR(1) for (a) and 3 BPs plus AR(O) for (b): dotted lines for the modeled series and the
residuals) models selected according to BIC.

4. Discussion

In some cases (e.g. in the seasonal mean windshowin here) the initial noises must
be further interpreted by an AR(1) or AR(2) everb#sed on the primary models,
suggesting that other unidentified factors or psses may also play a role in
determining the evolution of the mesospheric wirfiis.a multivariate linear regres-
sion model (Reinsel et al., 2005) would be a subsegextension of the basic model
in (1) to estimate the effects of other naturatdes; possibly including the equatorial
Quasi-biennial Oscillation and/or the Southern (an, on the behavior of the MLT

winds.

Although attempting to perform the trend analysesobjectively as possible, some
subjective decisions unavoidably remain. In paléiguwhen incorporating an AR
component in the piecewise linear trend model dag&ys assumes that the initial
noise term is a stationary random process. In additlthough the results obtained
according to BIC may be statistically robust, thisrao unique criterion to select mod-
els (Seidel and Lanzante, 2004).

In the case of data showing large local variabilityime, it is desirable to consider a
heteroskedastic autoregressive component in ouembldwever, it seems difficult to
obtain exact-meaning solutions for all unknown pssters when the form of
heteroskedasticity of errors is also unknown, tlioggme statistical-meaning solu-
tions can be modeled, based on the maximum liketihwinciple and the use of Gibbs
sampler, assuming a WZ-model in which the levehdrand error variance are subject
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to synchronous structural changes (Wang and Z2@afiQ; Merzlyakov et al., 2009).

We have also only used the annual mean data gtdrim 1968, i.e. those during
1968-2007 to do the corresponding analyses, anddfdliat the most reasonable fits
are from the 1-, 2- and 3-BP pure trend models pihatluce piecewise linear trends
resembling those shown in Figs 1 and 2 based o@-{H& and 4-BP pure trend mod-
els but removing the first segments. So there atg 8 trend BPs identified in the
zonal and meridional winds with almost same tinethase last three shown in Figs 1
and 2, while the first two BPs in 1976 and 1981the meridional wind (during
1968-2007) can even be distinguished with indepeindacertainty intervals. How-
ever, considering that longer data with more samplél generally produce more
reliable modeling we only show the results usirggdata during 1960-2007.

5. Conclusions

A piecewise linear regression model is developetdktect climatic trends and possible
structural changes in the time series with a pumknown number and positions of
breakpoints based on the least-squares principlkeirfitial noise term is allowed to be
interpreted by the first- and second-order aut@sgjve models. In principle, the
goodness of fit of candidate models, provided thatmodeled residuals are accepted
as 1-D normally distributed white noises, is eviddausing the Schwarz Bayesian
Information Criterion. The standard deviations @f modeled trend parameters are
estimated using the Monte-Carlo method. As an elantipis piecewise linear model
is applied to the mesosphere/lower thermospherdsaabtained at Collm (52°N, 15°E)
during 1960-2007. The main results are as follows:

After ~1980 a persistent increase is observedamtimual mean zonal wind based on
the primary model selected according to BIC. Dumagrly the same period of time,
however, only a weak positive trend arises in tmeual mean meridional wind due to
different trends in different seasons.

Major trend BPs are identified in 1968/71 (maybggitally meaningless because of
the possible data artifacts before 1968) and ~I®781 the annual mean meridional
and zonal winds according to BIC. However, in viefathe large wind variability be-
fore the late 1970s, the 3- and 4-BP pure trendetsp@vhich prove to produce accept-
able residuals, should in principle be consideedlternative choices. This provides 4
additional possible minor breaks, i.e. those in1198001 and in 1991, 1998/99,
respectively, in the meridional and zonal windsfdat, the last three of them are al-
most independent/quasi-stable solutions, and tise dne is even selected by BIC it-
self as a secondary solution although it indicatésrge uncertainty interval overlap-
ping with that small of the major BP in 1976.
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Appendix A: Model parametersand input/output data files
The model is written in FORTRAN source code. Ingnd output files and parameters

are described in the following.

Al: Input parameters. Only these 8 parameters teebd set appropriately before run-
ning the model. Currently this has to be done engburce code. All other parameters
have fixed values.

Parameter’ Notation

IT™M Number of data points of the original time se

NTS Actual number of data points extracted from ohniginal time series
for the piecewise linear trend analy

NEND Minimum length for the first and last segmesés to avoid end ef-
fects

NSPACE Minimum distance between adjacent E

CSLOPE Minimum amount of trnd change at BF

MINCYCLE Minimum number of Monte Carlo loops setdstimate the standard
deviations of all modeled trend parame!

MULTIPLE A multiplication factor set to skip Mont€arlo loop numbers be-
tween the MINCYCLE and MAXCYCLE

MAXCYCLE Maximum number of Monte Carlo loops set @stimate the stan-
dard deviations of all modeled trend parame

" Names of variables in the source code.

A2: Input. There is only one input file. The filertains the data in one column.

Input Data File Notation

AVWINDE.DAT | Original time serie:

"Currently to be set in the source code (statuss'old
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A3: Output files.

Output Data File

Notation

MBPYEAR.DAT

MSR.DAT

MQR.DAT

MCOEFF.DAT

MEYTS.DAT

MRYTS.DAT

MSTATISTICS.DAT

MARMBP.DAT

MUBPYEAR.DAT

STDBPYEAR.DAT

MUCOEFF.DAT
STDCOEFF.DAT
MACSTDBPYEAR.DAT

MACSTDCOEFF.DAT

A 5*6 matrix where the non-zero elemgim each column
denote thdimes of BPs

A 3*6 matrix where each column elements akenthe
minimum SSR obtained when assuming the order of
autoregression is equal to the row ind

A 3*6 matrix where each column elements akenthe
minimum BIC obtained when assuming the order of
autoregression is equal to the row ind

A 7*6 matrix where the non-zero elemenft®ach column
denote the (m+2)-element fit vector{ly, ..., b1, &},
l.e. the slopes of (m+1) segments and the interagfte
first segmen

A NTS*6 matrix where each column denotlks piecewise
linear fit of the original time series without atggressior

A NTS*6 matrix where each column denotiée initial
noise series obtained without autoregres

An 11*6 matrix where each columnnd¢es the statistics
of the initial noise series, i.e. sample mean, ddesh devi-
ation, lag-zero/one/two autocorrelations, standagdone
(or coefficient for AR(1)) and -two autocorrelatgmn
lag-one and -two coefficients for AR(2), and the-Afatis-
tic and associated significance level at which thal
hypothesis of normally distributed residuals is rgjected
The best and secondary choices of AR B$ according
to BIC.

Mean times of BPs obtained via diffatenaumbers of loops
(MCYCLE) of Monte-Carlo simulations for AR(0)
residuals

Standard deviations of BPs obtaine different numbers
of loops (MCYCLE) of Monte-Carlo simulations for
AR(O) residuals

Means of fit vector ;, b,, ..., bn.1, @} obtained via
Monte-Carlo simulations for AR(0) residue

Standard deviations of fit vector,{lb, ..., b..1, a} ob-
tained via Mont-Carlo simulations for AR(0) residue
Similar to STDBPYEAR.DAT but obtained via MAX-
CYCLE loops of Mont-Carlo simulation:

Similar to STDCOEFF.DAT but obtathevia MAX-
CYCLE loops of Mont-Carlo simulation:

"A data matrix of 6 columns in an output file (s&tlnew') assumes the corresponding
number of BPs is equal to the column index minus. @ata files including “1” or “2”

in the filenames are corresponding to the file muhnumber, but are valid for a
combination of the model with an AR(1) or AR(2) qoonent (e.g., MEYTS.DAT,
MEL1YTS.DAT, ME2YTS.DAT ).
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EUV-TEC - an index to describe ionospheric variability using
satellite-borne solar EUV measurements: first results

C. Unglaub', Ch. Jacobi®, G. Schmidtke?, B. Nikutowski'?, R. Brunner?

YInstitut fur Meteorologie, Universitat Leipzig, $teanstr. 3, 04104 Leipzig
Fraunhofer-Institut fiir Physikalische MesstechrkM), HeidenhofstraBe 8, 79110
Freiburg

Summary

Primary ionisation of major ionospheric constitigerst calculated from satellite-borne
solar EUV measurements. Number densities of th&gsaand atmosphere are taken
from the NRLMSISE-00 climatology. From the calceldtionisation rates, an index
termed EUV-TEC, which is based on the global tatalsation is calculated, and de-
scribes the ionospheric response to solar EUV endariability. The index is com-
pared against global mean ionospheric total eleatomtent (TEC) derived from GPS
data. Results show that the EUV-TEC index provalégtter overall representation of
global TEC than conventional solar indices like F1@o. The EUV-TEC index may
be used for scientific research, and to describeidhospheric effects on radio com-
munication and navigation systems.

1. Introduction

ISO 21348 (ISO, 2007) defines the wavelength rarighe EUV radiation between 10

and 121 nm; adjacent wavelength ranges are softyXior shorter and FUV (Far Ul-

traviolet Radiation) for longer wavelengths. Th&atamount of EUV energy flux is

by about five orders of magnitude smaller than tihtal solar irradiance integrated
over all wavelengths. EUV radiation is completebgarbed at altitudes above 50 km,
so that it does not reach neither the tropospherd¢he Earth’s surface. This absorp-
tion occurs mainly in the upper atmosphere (thephere) so that EUV radiation is a
very important parameter at these heights. The [EidNation interacts with the atoms
and molecules of the upper atmosphere mainly throogisation, the latter at wave-
lengths up to 102 nm. Thus, the planetary ionosphlssentially develops through this
photoionisation. However, notwithstanding the nataf the primary absorption proc-
ess (i.e. ionisation, photodissociation), finalg EUV radiation energy is transformed
into heat. Thus, EUV radiation is also decisive tioe heating of the upper atmos-
phere.

The EUV radiation is not emitted by the sun at tanisrates, but varies on different
time scales. An overview of recent measurementsmaodelling of solar EUV has
been provided by Woods (2008). The primary longatéradiance variability is re-
lated to the 11-year Schwabe sunspot cycle. Theagoy short-term variability is
caused by the solar rotation with an average peid@¥ days (Carrington rotation pe-
riod). If there are active regions of the sun, tel also follow this rotation and so
they will not always emit their radiation towardeetEarth. Solar flare events, associ-
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ated with particle eruption events and appearingenfiiequently during solar maxi-
mum than during solar minimum, can affect solaadrance over a broad wavelength
range up to 180 nm. They are short-lived with tsoales from minutes to hours. Nev-
ertheless, they cause abrupt changes in densmpet@ture, and composition of the
upper atmosphere.

The solar cycles, and other variability at shoti@e scales, affect the absorption and
ionisation. Both depend on the incident radiatiod ghe composition of the atmos-
phere, which is also influenced by the variabildy the EUV radiation. Thus,
ionospheric changes are strongly related to thetvans in the EUV spectral region.
Solar, and subsequently upper atmosphere variat@ansffect the orbits of satellites
and spaceships through changes in the drag dueetmmospheric density changes.
Furthermore, ionospheric fluctuations may causeubances of communication and
navigation systems (e.g., Pap and Fox 2004).

Solar indices may be used to describe the solantgctThe most frequently used in-
dices are the sunspot number and the solar raaoFH10.7, which is defined as the
radio emission from the sun at a wavelength of b@ntimetres. However, different
indices may be useful to either describe the ssparctrum or the effect of solar EUV
on the atmosphere and ionosphere. In this work nesemt first results to calculate an
EUV index for the ionosphere derived from solar Etfdiation measurements, which
is intended to describe the ionospheric variab{i8ghmidtke et al., 2006). This index
will be compared with the F10.7 solar radio flux.

2. EUV data

Solar spectra in the wavelength range from 0.1 @200 nm are available from the
Solar EUV Experiment (SEE) on board the TIMED da&l The TIMED mission
started in January 2002 with the goal, to obsdmeeBarth’s upper atmosphere and the
sun simultaneously. TIMED is orbiting the Earthaat altitude of 625 km. Four in-
struments measure, among others, atmospheric @snsiemperatures, winds,
ultraviolet emission and solar ultraviolet radiatioSEE is one of these four
instruments observing the solar irradiance in tla@elength range from 1 nm to 195
nm using a grating spectrograph and a set of silgwtodiodes (Woods et al., 2000;
Woods et al., 2005).

As an example, two spectra from TIMED SEE are showiig. 1. The black line is a
spectrum measured near the end of the last solenme and the red line represents
a spectrum from the last solar minimum, which wasyvextended. The irradiance
variations from solar minimum to solar maximumlie £UV range reach up to 200%.
For longer wavelengths this variability decreasgsdly. But in the radio wavelength
range at 10.7 cm wavelength as generated in thesitien region of the solar
atmosphere the solar variability is similar to theiability in the EUV wavelength
range, so that the F10.7 radio flux is frequentedias a proxy for solar UV/EUV
variability. The total variation of the solar spegh is only 0.1 to 0.2 % (e.g., Lean et
al., 2005).
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Fig.1: Two examples of EUV spectra as measuredMED SEE for solar maximum
(black) and minimum (red) conditions.

3. lonospheric primary ionisation

If EUV radiation meets the upper atmosphere, iriatts with the atmospheric gas.
Thus, EUV radiation will be attenuated due to apson, which in turn is mainly
owing to ionisation. The decrease of the radiattan be described by the Lambert-
Beer law:

di.(\) = 1.(\) (\) Ch iz, (1)

whereo is the absorption cross-section apdslthe spectral incoming radiation, both
dependent on wavelength n is the number density of the absorbing gas,zaisdhe
way through the atmosphere. Note that z does reat teepoint vertically.

In Fig. 2 the absorption and ionisation cross-sestiof four upper atmosphere major
constituents, namely atomic oxygen, atomic nitrogealecular oxygen and molecular
nitrogen, are shown. These cross-sections have taéen from Fennelly and Torr
(1992) and Metzger and Cook (1964). The photoidimsacross-sections include mul-
tiple ionisation, i.e. possible detachment of mibien one electron. lonisation only oc-
curs at wavelengths up to 102 nm. In the adjacenelength range up to 135 nm only
the absorption cross-sections for molecular oxyamenshown, because the atomic con-
stituents do not absorb in this region. Huffman6@)indicates the maximal absorp-
tion cross-sections of molecular nitrogen in thégion as less than om® so that
they can be neglected. Naturally, both the absmmpdind ionisation cross-sections of
the molecular components are greater than the -esxg®ns of the atomic compo-
nents. Furthermore, the absorption cross-sectibiseoatomic constituents are equal
to their ionisation cross-sections, because them&tocan only absorb through ionisa-
tion.

The number densities, which are necessary to ed&calbsorption after Eq. (1), are
calculated using the NRLMSISE-00 model (Piconelgt2002). Fig. 3 (left panel)

shows the diurnal averages of the densities foffdhe important components of the
upper atmosphere for different values of solaradtlix, but on the same location
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(O°N, O°E), as predicted by NRLMSISE-00. The dayo@®2002 represents a day with
high solar activity and the 05.07.2008 representayawith very low solar activity.
The influence of the solar activity on the compositof the atmosphere is clearly
visible in the model.
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Fig. 2. Absorptions cross-sections (upper panelll @motoionisation cross-sections
(lower panel) for four major constituents of thenasphere. Data taken from Fennelly
and Torr (1992) and Metzger and Cook (1964).
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Fig. 3: Left panel: Daily mean NRLMSISE-00 numtbensities at 0°E, 0°N of four at-
mospheric gases for different solar activities. IRiganel: Absorption profile®n
15.04.2005 for four atmospheric gases calculatedéoo zenith angle.
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To calculate the absorption and ionisation a madelosphere is assumed. This at-
mosphere consists only of the four constituentsvshio Fig. 3, and has an altitude of

1000 km. To calculate the absorption, energy déipasand ionisation, essentially Eq.

(1) is numerically solved along radiation pathstlgh the atmosphere with a vertical
resolution of 1 km. Vertical ionisation profileseatalculated for each latitude and lon-
gitude.

The calculation is based on spherical approximationtlined in Fig.4, thereby as-

suming a spherical atmosphere and a spherical . Haotheach layer, the decrease of
the radiation along the radiation path for eaclglsimay must be calculated. To this
aim, an angle of entry will be defined, under whibk radiation enters the model at-
mosphere at its upper edge. With this angle thke @&t (see Fig. 4) through the up-

permost atmospheric layer, and subsequently therptiien and ionisation along this

way are calculated. Then the procedure is repdatetie next layer, and then contin-

ued until the actual angle corresponds to the zeamfylex under consideration, pro-

viding the spectral radiation energy flux as wedl energy deposition at a specific
height at a given longitude and latitude. This gsialis then repeated for rays reach-
ing other heights over the grid point under consitien. In this way the absorption

and the ionisation are determined for each altitatel absorption and ionisation pro-
files will be obtained for a specific zenith angleor a given latitude-longitude grid

point at a specific time, respectively.

vertical profile under consideration

angle of entry--/s

>
centre of the earth

Fig. 4. Sketch of absorption/ionisation calculatifmm a specific point with given ze-
nith angle.
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In Fig. 3 (right panel) the absorption profiles fooderate solar activity for a zero ze-
nith distance on 0°N and O°E are shown. For akitudbove 300 km absorption
through atomic components, especially through atooxygen, dominates. The ab-
sorption through molecular components prevailsl@udes below 300 km. This is

simply owing to the fact that the heavier molecWamponents dominate at lower al-
titudes and the lighter atomic components domimmatagher altitudes (see Fig. 3, left
panel).

The spectral photon flux density, lis calculated from the spectral energy flux dgnsit
Ie divided by the energy of the photons at the resgewavelength:

N (x)/hx[C , (2)

in order to determine the primary ionisation. Tlsswuanption is made that only pho-
tons contribute to the ionisation. Secondary idiosaprocesses like photoelectron
impact ionisation are neglected. As an exampleFion 5 the primary ionisation
profiles for moderate solar activity for two diféat zenith distances on 0°N and O°E
are shown. Fog=0° the profiles look similar to the absorptionsfgdes in Fig. 3. For
x=100° ionisation takes place at much greater ditiu Because of the preponderance
of the atomic constituents at higher altitudes itmesation for large zenith distances
will be dominated by these atomic components.

In the left panel of Fig. 6 the total primary icai®n profiles for four different zenith
distances are shown. With increasighe altitude of maximum ionisation shifts to
greater altitudes and the maximum ion productide véll be smaller. Furthermore,
the influence of the ionisation by atomic/molecutanstituents increases/decreases.
The smaller ion production rates at extremely lazgeith angles can be explained by
the fact that on the one hand part of the radigti@asses the atmosphere without being
absorbed. On the other hand, at laggeuch absorption already appears before the
zenith distance under consideration is reached.
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Fig. 5. Primary photoionisation profiles on 15.0805 for four atmospheric gases
calculated for zero zenith distange0° (left panel) andy=100° (right panel).
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Fig. 6: Primary photoionisation profiles on 15.0905 for different zenith distancgs
(left panel) and for different solar activities gt0° (right panel).

On the right panel of Fig. 6 the total primary mation for zero zenith distance, but for
different solar activities are shown. The day 02002 represents a day of high solar
activity, 15.04.2005 represents a day of moderalar saactivity and 05.07.2008 is a
day of low solar activity. Clearly, the primary isation depends on the solar activity.
Above 300 km the variability of the ion producticates between solar maximum and
solar minimum conditions amounts to one order ofmiade or more. However, the
altitude of maximum ionisation shifts only margiyal

4. Reaults: EUV-TEC index

From the calculated ionisation rates a global mims rate is determined through av-
eraging ionisation rates that are calculated fahdangitude and latitude on a given
day. The single ionisation rate profiles includadhis averaging were calculated us-
ing global average number densities as input. Riaese ionisation rates at every grid
point a mean global ionisation rate is calculatew termed EUV-TEC index.

Obviously, ionisation rates may, locally, not be apropriate measure to describe
electron densities, essentially because of theienfte of dynamics. However, on a
global scale a relatively strong correlation is ested. Thus, in the following the
EUV-TEC index will be compared against a global médatal Electron Content
(TEC). To check whether the index is able to désca considerable part of global
ionospheric variability better than existing indicdo, global TEC is also compared
with the solar radio index F10.7, which is frequnised to describe solar variability.

For the calculation of global TEC, local verticde@ was used, which is based on a
routine evaluation of GPS dual-frequency trackirajad(Hernandez-Pajares et al.
2009). These data are recorded with the IGS trgcketwork. The datasets are avail-
able every 2 hours for different longitudes andtudes. To compare the new EUV-
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TEC index with global TEC, the local TEC data weseighted with their geographical
latitude and then a global diurnal mean was beutatied.

In Fig. 7 the time series of EUV-TEC and F10.7 haotmigether with global mean TEC,
are shown from 1-JAN-2002 to 31-DEC-2009. A goodaation between EUV-TEC
and F10.7 exists during high solar activity. Thehaviour is due to the respective ori-
gin of the solar EUV flux and the 10.7 cm radio ssion. The F10.7 index is origi-
nated primarily in the high temperature transiti@gion of the solar atmosphere
whereas the solar EUV flux is primarily originatedthe chromosphere and to less
extend in the transition region and corona. Th& ttn radio flux undergoes stronger
changes at higher solar activity. During thesequrithe EUV emissions from higher
excited atoms in the solar atmosphere are showgapd correlation with F10.7. As a
rule of thumb, the lower the wavelengths of theas®UV emissions, the higher is
their variability with solar activity. In detailhe highly variable FelX-FeXIllI lines be-
tween 16 nm to about 30 nm are also primarily aaggd in the solar transition region
explaining the stronger correlation at enhancedrsativity.

However, at lower solar activity the EUV emissidnsm the transition region to a
lesser extent contribute to the total EUV activihence F10.7 is correlating less
strongly with the total EUV radiation during thgseriods. Consequently, during solar
minimum the correlation in Fig. 7 is weaker. Conmparthe time series of the EUV-
TEC index and global TEC index, however, the sealspattern at low solar activity is
well visible in both time series. One may concltigat F10.7 does not represent iono-
spheric variability that well as the EUV-TEC inddges, in particular during times of
low solar activity.
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Fig. 7: Time series of daily EUV-TEC indices andlgll mean TEC (upper panel) and
time series for global mean TEC index and F10.&rs@dio flux (lower panel) during
2002 to 2009.
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Fig: 8: EUV-TEC index (left panel) and F10.7 (righdnel) vs. global mean TEC
during 2002 to 2009.

On the left panel of Fig. 8 the EUV-TEC index isrquared with the global TEC index
from 1.1.2002 to 31.12.2009. There is a strongetation between these indices with
a correlation coefficient of 0.95. In comparison, the right panel of Fig. 8 the solar
radio flux F10.7 is shown vs. the global TEC indBxweaker correlation, with a cor-
relation coefficient of 0.89 only, is obtained. Badhat in Figs. 7 and 8 all indices
based on the time interval 2002-2009 are compdreds, the majority of data points
refer to solar minimum conditions rather than dgrgolar maximum conditions, es-
sentially because the last solar minimum was vetgreled from 2007 to 2009.

5. Conclusions

From solar EUV spectra, global mean primary iomgatates have been calculated on
a daily basis. This provides an index - EUV-TE@hjch to a certain degree describes
the influence of solar variability on the ionospheComparison of the index variabil-

ity with that of global mean TEC provided by GPSaswements show that the index
is strongly correlated with TEC. In particular, timelex is able to represent the sea-
sonal global TEC cycle during solar minimum, whishnot present in other indices

used for solar variability description. In partiauyl for representing ionospheric vari-

ability, the new index performs better than thetrently used F10.7 radio flux.
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Hydrocarbons in indoor air and their health-effects
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! Leizpig Institute of Meteorology
? Helmholtz Centre for Environmental Research Leipzig

Summary

Concentrations of harmful airborne substances are much higher in indoor air than
outdoors. Furniture, cleansing agents, paints, solvents, carpets and floors release
numerous Volatile organic compounds (VOCs), which can only be reduced through
adequate ventilation.

The present investigation considered data of 463 participants in the fourth year of age
within a project of the Helmholtz Centre for Environmental Research. 39 of them
developed wheezing symptoms, 148 bronchitis and 397 infections.

A novel model, based on logistic regression, was used to find associations between
certain VOC concentrations and the outcome of airway diseases. The analysis involved
gender, contact with cats, environmental tobacco smoke (ETS), and the prevalence of
atopy in both parents. The aim was to find threshold concentrations of VOCs and to
give recommendations for the abatement of environmentally caused diseases.

The present research proved findings of other studies, for instance, that “wheezing
ever” appeared when high concentrations of hexane, benzene, ethylbenzene, and
chlorbenzene were reported. Such relationships were observed for “wheezing ever” in
the past year. The number of wheezing participants was low (39) and, therefore, also
some other airway diseases (infection, bronchitis and asthma) were tested for their
relationship to VOC concentrations.

1 Introduction

VOCs play a huge role for both human health and atmospheric processes. They
comprise a large group of carbon-based chemicals whose vapour pressure at 20°C is
greater than 1.3 hPa and less than 1013 hPa (Hester et al., 1995).

The VOC concentration in the urban atmosphere depends on human behaviour,
geographic location, meteorological parameters and the time-dependent contributions
of different sources. In cities, a diurnal cycle of VOCs is observable especially for
those, which are produced by vehicle exhausts. In the early morning, the VOC
concentration is at lowest because of a nocturnal dilution of the emissions from the
previous day. The commuter traffic in cities leads to an increase in VOC concentration
twice a day.

Adults spend a lot of their time in offices, housings and workplaces. For this reason,
special attention has to be put on indoor air pollutants that are emitted by furnishings
and can impair human health. The exposure to certain VOC is extremely variable.
Nevertheless, many studies suggest, that long-term exposure to low levels as well as
short-term exposure to high levels have severe health effects, like eye and nose
irritation, headaches, dizziness, worsening of asthma symptoms (short-term exposure)
and cancer, liver, and kidney damages and also damages on central nervous system
(long-term exposure) (www.health.state.mn.us). To prevent such harmful impact,
threshold concentrations were specified for adults. (Umweltbundesamt 2007, Oppel et
al., 2000, Sagunski, 1996, Sagunski et al., 2004, Seifert, 1999).
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Children, in comparison to adults, are most affected. They rest the majority of their
time in rooms because of less mobility. Therefore, the concentration of indoor VOCs
and outdoor air pollutants, which infiltrate through windows and porous walls, is
essential for health effects (Koenig et al., 2005). Additionally, the formation of
particles from VOCs is important, and to assign them to their sources.
In previous studies, however, threshold concentrations for children were not specified.
For that reason, a purpose of the present study is to find threshold values for certain
VOCs for the protection of children’s health. In addition, it is an aim to investigate
whether there is any difference in the harmfulness of different VOCs on wheezing or
on other airway complaints, and how it depends on the VOC concentration. A
population study of the Helmholtz Centre for Environmental Research UFZ Leipzig
was used to find answers for these questions.
Adgate et al. (2004) showed that households with attached garages possess elevated
concentrations of benzene, styrene and chloroform and that non-urban concentrations
are significantly lower than urban concentrations. Based on the fact that tobacco
smoke in pregnancy and early childhood causes prenatal damage, poor growth
indicators, respiratory illness like cough and wheezing and asthma (Hawamdeh et al.,
2003, Cook et al., 1997), health studies have to adjust for this so-called confounder.
Wheezing is a precursor for asthma in the development of children (Lemanske, 2002).
Indoors, VOCs are emitted by a variety of home or personal care products and
from vehicle exhausts of attached garages (Sexton et al., 2004). Building materials and
indoor activities determine the indoor concentration, see table 1 (Morales et al., 2009,
Belanger et al., 2006, Diez et al., 2002, Sexton et al., 2004, Sagunski, 1996,
Umweltbundesamt, 2007).

Table 1: VOC sources and items, which release such pollutants.

Sources Items

Outdoor Traffic, industry, forests, vegetation

Building material Insulation, paint, plywood, adhesives
Furnishing materials Furniture, floor/wall covings

Garage and combustion appliances Vehicle emission, tobacco smoke, candles
Consumer products Cleaning, personal care products

Equipment Laser printers, photocopiers, PC

Indoor activities Cooking, tobaccos smoke, use of solvents
Ventilation system Filters of heating ventilation, air conditioning
Biological Humans, moulds, bacteria, plants, fruits

2 Data and Methods

2.1 Datasets

In epidemiologic data, questionnaire data are often used for different purpose. Firstly,
they can give a short survey over a long period to research the everyday life. Secondly,
they can be used to detect changes, for instance in the effect of medicine, for short-
term analysis.

The used questionnaire for the presented study gathered information as to the parents’
atopies, allergies, school education as well as smoking in presence of the expectant
mother. Nutrition during pregnancy, nutrition allergies, infections and associated
medication were asked as well. This basic information shall be used to research an
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association between atopic disease and factors from the indoor and outdoor
environment in the future. All in all, 80 questions plus sub questions were asked.

The study-population of Leipzig contained 579 participants in the third year and 670 in
the fourth year of life. However, 39 participants suffered from “wheezing symptoms
ever between their third and fourth birthday”.

This investigation is focused on associations between the VOC concentration and the
occurrence of wheezing and searches for concentration thresholds for children that
help to protect against respiratory symptoms. For the occurrence of a disease, not only
VOC concentrations and environmental factors are determining. Personal
susceptibility and genetic factors are crucial for the manifestation of asthma, allergies
and respiratory diseases (Schwartz, 2009). For that reason, the answer to the
questionnaire item of parental atopy was included as a confounder in the data analysis.

2.2 VOC measurements

The concentration of VOCs was measured at the end of the third year of life using a
3M organic vapour monitor 3500 (http://www.shop3m.com). These samplers were
fixed at the ceiling in the middle of a room, where the child spent most of its time, at a
height of 1.5 - 2 m with a minimum distance of 50 cm to the next furniture. At best,
the measurements lasted for one month. In this period, the behaviour of the dwellers
should not have been differed from other parts of the year. Furthermore, any activity
that could have led to an increase in VOC concentrations had to be documented. Many
factors were considered: position of the sampler, smoking in the sampling room
(benzene), usage of purifier, solvents and pesticides (cyclic hydrocarbons) as well as
newspaper in the proximity of the sampler (toluene). For avoiding any
misinterpretation of high concentrations, questions about burning candles, dust
development outside and adjustment and air tightness of the windows were asked. All
in all the measurements give an overview about the VOC concentration in the whole
year. A sampling interval of 4 weeks was selected, which can be assumed to describe
the personal exposure much better (and integrative) than a short-term measurement.

A series of organic compounds can be collected with these samplers using the
principle of diffusion. At the end of the sampling period, each monitor was tightly
closed by a cap belonging to it, and stored at room temperature until analysis.

The VOC analysis was performed on the Perkin Elmer GC-MS system Turbomass
equipped with an RTX-1 column (60 m x 0.32 mm I.D., 1.0 pum film thickness;
Restek). A sample volume of 1 pl was split-less injected. Integrated areas of selected
fragment ions from each of the 28 studied VOCs were obtained with the software
Turbomass, Version 4.4 (Perkin Elmer).

The detection limits for the components were estimated as the three-fold standard
deviation of 5 replicate measurements of monitor blanks. For components with blank
values too low to be registered, it is usual practice to use the three-fold standard
deviation of replicate measurements of a low-level standard solution. The detection
limits of the GC/FID/ECD system were observed to be between 0.01 pg/m* and
1.0 pg/m?® regarding a sampling interval of 4 weeks. For the GCMS system detection
limits from 0.01 pg/m?3 to 0.05 pg/m* were found, converted to a sampling interval of
four weeks.

The storage stability of 5 passive samplers was tested in a period of 5 months at room
temperature and no significant loss was observable. The precision was evaluated as the
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percent relative standard deviation (% RSD). The % RSD was typically below 10%
(Rehwagen et al., 2003).

Calculation of concentration

For the statistical analysis, time
weighted average concentration of the
contaminant in mg/m? or pg/m* were
used. This can be calculated as follows:

Table 2: Measured VOCs and their half
detection limit in combination with the
number of taken replacements.

, 1 VOC half detection replacements
(g _h) ey
ClL g/ 1m m ! limit [pg/m®  with  detec-
_ ) tion limit
Here, m is the absolute weight of an —
. . Hexane 0.206 64 (14.71%)
adsorbed contaminant on the monitor P
) . ) Heptane 0.053 4 (0.92%)
in ug, A is a calculation constant, r Octame 0.003 0 /
?epresents the recovery coefficient by Nonane 0.012 1 (0.23%)
incomplete  desorption from the Decane 0.073 7 (1.61%)
sampler and t is the sampling interval Uﬁdoaéno D' 139 A F(}I 02%)
. . . . ! N R . L]
in minutes. The coefficient A is _ PRSI
0fl d b ¢ d Dodecane 0.065 3 (0.69%)
mnHuence y ~ temperature — an Tridecane 0.048 7 (1.61%)
pressure. The correcting factor is 1.0 Methyleyclopentene 0,04 22 (5.06%)
o o o \ 4
(reference) for 25°C and 1013 hPa. All Cyclohexane 0.054 6 (1.38%)
measurements  refer to  normal Methyleycloheptan 0,019 0
conditions. For an increase of 10 K 5 = = 0.001 3 (0.69%)
above or below the reference value, g jone 0.0248 G“ !
one percent correction is required for oo 0.003 0
temperature.  For  differences in m_F;Xﬂem 0.179 3 (0.69%)
pressure no correction is needed. The ... . 0.139 62“ (14.25%)
additional error attributable to different . 1. 0.019 1(0.23%)
(unknown) environmental conditions 4 gipitoluene 0.007 1 (0.23%)
can be assumed to be below 13% 3 pivitoluene 0.007 1 (0.23%)
(Rehwagen et al., 2003). The recovery 5 gihyltoluene 0.013 24 (5.52%)
coefficients were determined by direct  \fethylbezoat 0.001 4 (0.92%)
injection of a known amount of the  cpiorbenzene 0.234 365 (83.91%)
standard into a 3M sampler and Trichlorethylene 0.002 11 (2.53%)
subsequent extraction with carbon  Tetrachlorethylene  0.0005 0
disulfide containing 1% methanol. The  ,_Pinene 0.015 0
recovery was between 98% and 102%. - Pinene 0.001 1(0.23%))
A- 3 Carene 0.0005 0
Limonene 0.0029 0

Data processing

VOCs were measured for only 95% of the participants completing the questionnaire
(555 VOC measurements out of 579 possible apartments). Measured concentrations
below the detection limit were replaced with the half detection limit (table 2, column
2). To judge them in the right way, the percentage as to the entirety is given in

brackets. The third column of table 2 contains the number of replacements for each
VOC.
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Because of their strong seasonal variation, the VOC concentration values were
adjusted by the season when they have been collected. The factor, which is higher in
summer than in winter, is between one and four in this study and differs between
different cities and VOC groups (Schlink et al., 2004).

2.3 Statistical modelling

In the analysis of epidemiological data, regression is used to describe the association
between exposure variables and a disease or illness outcome. Linear and logistic
regression with their parameters and odds ratios (OR), confidence intervals (CI) and
R? are used to solve multivariable problems. Thereby, it should be kept in mind that
experiments were made to research the influence of environmental factors on the
health of children. "Sick" or "healthy" were the two possibilities of the dichotomous
data. They were coded for the statistical modelling as follows: sick into “1” and
healthy into “0”.

This dichotomy of the data must be reflected by the statistical model. Therefore, the
regression analysis is a generalized statistical method with the ambition to describe the
values of the dependent variable D for independent variables X;, X,, ... , X,
(Harrell Jr., 2001). The character and the amount of a generalised linear association
between the dependent and the independent variable are modelled.

From the regression results dose-response relationships can be derived easily. The
response changes because of a change in the dependent variable. The questionnaire
data, quoted before, and the aim of our investigation (environmental impact on health)
show that control variables like gender, age, existence of a cat and smoking must be
included for adjustment, even when they are not of direct interest. They define the
dependent variable (sick/healthy) and represent the multivariable problem leading to a
multiple regression.

Logistic regression model

To cover nonlinear relationships between outcome and predictors, the normal model
must be extended. In classical linear models the outcomes are independent and
normally distributed with equal variance. These conditions do not apply here.

In dichotomous data, like with (1) or without (0) outcome of a disease, either 1 or 0
appears. For such data, a binomial distribution with D~Bin(n =1, p) and 0 <p <1, is
suitable. Because of the binomially character of the data set, the logit-link has to be
used in the logistic regression, which is a special form of the generalized linear
regression.

The probability p(X) is an indicator for the risk of an individual to become sick. An s-
shaped link-function is used in the analysis and shows that the individual risk is low
till a special “level” is reached. It was the aim of this investigation that, for different
VOCs, these “levels” are calculated for children, depending on age, gender, and the
other adjustments mentioned before. Thus, the logistic model is defined by

P {_D = J_|_.T'1..1.j'§.2: _.T.LS ...... X ﬂ]r = T, E_IZCH_EE_:l Br X5 = pl.x}ij
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while P{D=1} is the probability to become sick with individual variables. a and B are
constant terms representing unknown parameters for the strength of the control
variables X. a is the intercept and accounts for the effect of all time-independent
factors on the average symptom level of an individual.

In the following table 3 the variables of the data set and the logistic model are
presented:

Table 3: Abbreviations for the used logistic regression model of dependent (d),
control (c), and independent (i) variables.

variable | Variable and adjustments (abbreviations) | Classification (d, c, i)
D Asthma, wheezing, infection, bronchitis (D) |d
X, Gender (S,) c
X, Cats as domestic animal (Cdas) Cc
X3 Cats in surroundings (Cs,) Cc
X4 Passive smoking indoors (Psis) c
Xs Passive smoking elsewhere (Pses) c
X Education index of parents (Eduy) c
X5 Twice positive atopy in family (Tpasg) c
X3 VOC concentration (VOCy) 1

From this follows:
1

1 + e—la+8154+52C0dat+ 530 s+ 51 Psi+ 35 Pse+ s Edu+ 37T pa+3:V OC)

p(x) =

explaining the association between the linear combination of influencing factors and
logit p(X):

L p(x) —~ .
logit p(x) = log = o) a + Z_-ﬁ';‘,lk
k=1

Maximum-Likelihood method

Logistic regression is commonly used for ease of interpretation and computation.
Using the maximum-likelihood method, the unknown parameters a, B, ... , Bg can be
estimated. Likelihood-based inference affords point estimators with good properties
and affords the ability to assess the variability of estimators. The likelihood is a
measure of how reasonable is each candidate value of the unknown parameter as a
model for the data (Pawitan, 2001). After the estimation step, the parameter values are
used to calculate p(X), which gives the individual predicted risk to become sick under
special circumstances (control variables).

Odds Ratio

The estimation of the effect of VOCs on children’s health results in odds ratios. They
give the personal risk to become sick under special circumstances, here: VOC
concentration. The odds ratio is a quotient of Disease & Exposure Yes/No and Disease
Yes & Exposure No (and vice versa).
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See table 4 for illustration; E is for exposure, D for disease, Taple 4- Contingency
1 for yes, and 0 for no. The population is split into groups of  aple used in calculating
exposed and of not-exposed persons. The group of E=1 ihe odds ratio. E=1 is
(exposed) contains @ persons suffering from the disease and  the exposed g;oup and
C healthy persons; analogously, in the not exposed group E=( is the not-exposed
(E=0) b individuals are sick and d healthy. For the odds

group.
ratio, the odds of both groups, exposed and not exposed,
have to be calculated. The ORs are defined as:
o E=1 | E=0
T 7 i_ PI:H :IPI-.NT.-I
odals TarLo e
P(b)Pie) D=1|a b
Therefore, odds ratio is a ratio of the event of interest D=0 |c¢ d

occurring and not occurring in two groups. While P(a)/P(c)
represents the odds of the exposed group, P(b)/P(d)
represents the odds of the not-exposed group. In the odds, the numerator is always the
sick group and the denominator is the healthy one.

From the odds ratio, the chance of becoming sick can be estimated. If the odds ratio is
equal to 1, then there is no difference in the pathogenic outcome of the variables of
sick and healthy persons. If the odds ratio is smaller than 1, special circumstances lead
to a protective effect and the odds  Tapje 5: The meaning of the OR-values.

of the healthy persons is higher
than the odds of the sick ones. In
the reverse case, when the amount
of the sick persons is higher than
the healthy persons the odds ratio is
above 1 and the chance of
becoming sick is  exceeded
(Kleinbaum et al., 2002).

Odds Ratio | meaning

no effect on healthiness

[ Y S S

higher chance to become sick

protective effect

Confidence Interval

By estimating the values of model parameters it is much better to acknowledge the
uncertainty in the estimate by providing a range of plausible values for the parameter
than top state single numbers. This range is called confidence interval. It is a random
interval that differs with variable data. The confidence statement says that, in 95% of
hypothetical replications of the current situation, the confidence intervals obtained
would include the true value.

The CI has an upper (UCI) and a lower (LCI) limit. The CIs are directly connected
with the number of ill children: The CI becomes larger if the number of children, who
show symptoms, decrease. That means the less children are affected, the more
uncertain is the estimate of the effect of the VOC concentration on this individual.

R? - coefficient of determination

R? is the coefficient of determination and gives information about the connection of
dependent and independent variable.

The value is a percentage which explains how much is described by the used model. It
is a weighting of the model and specifies report of the reality. R is between 0
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(worst case) and 1 (best case) whereas a model with R* = 1 describes the variable
completely and includes that all observation points are on the regression line.

2.4 Developed model
Using the logistic regression model with adjustments and VOCs as covariates, the
coefficients, R* and the p-values were calculated. The R 2.5.1 software (© 2007 The R
Foundation for  Statistical
Computing) generated func-

50.0

tion "glm" was used, with
binomial distribution function
and logit link-function.

All coefficients were
estimated and the validity of
the statistical model was
proved by comparing the R’s.
The estimated coefficients
were used to calculate the
ORs, UCIs and LCIs of the
VOCs. The distinction
between VOCs, which
influence and which do not
influence the health of
children, was based on these
parameters. For visualization

107
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OR /10 pg/m3
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I
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VOC-Number

and a visual detection of 40 120
differences for several VOCs,
the OR with UCI and LCI
were drawn. Significant VOCs
are plotted with CI in figure 1,
while non-significant VOCs
are just marked by a small
circle. The significant VOCs
were used for a subsequent threshold calculation. The VOCs were considered
according to their appearance in the chart, hexane at first, consequently. This paper
describes the threshold calculation for hexane in relation to “wheezing ever” in

children age four. Further results will be presented in a following paper.

Figure 1: Six VOCs were observed to be in relatio

declare the VOC (44 — hexane, 77 — benzene, 83
ethylbenzene, 95 4-ethyltoluene, 107
chlorbenzene, 125 — limonene).

Threshold calculation

The threshold calculations were done for these six significant VOCs only. All others
have not been considered.

At first, every VOC concentration was classified into 10 categories. Then we decided
to use a minimum criterion: The first category started at the lowest threshold
(minimum) and included all values greater than or equal to the half detection limit.
The 10th threshold (maximum) sequence was set to be equal to or higher as the highest
measured value. This sequence included no values and was ignored.
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The threshold codomain of the dataset was estimated in the model by an "if-then"
command: "If the values of row 1, column 1:500, are greater than or equal to the prior
calculated threshold, then take these values. Otherwise set them to zero".

Considering this, the first threshold concentration category contains all values. The
second threshold codomain contains all values except those, which are smaller than the
second threshold concentration category and so on. The last section includes only a
few children, those who had concentrations between the calculated threshold
concentration for the ninth class and above, consequently.

For all categories, the ORs, UCIs and LCIs were calculated and printed (figure 2).
In an ideal case, the LCIs and UCIs should be very small and the ORs should be
constant till a special concentration value is reached. Then, a strong increase in OR
should appear. For the specification of a threshold, the OR should be about one, when
the outcomes of diseases are not mainly influenced by certain VOCs and should
significantly differ from one, when the VOC concentration influences the outcome of a
disease.

3 Results

Table 6: Survey of VOC concentrations measured during one year.

VOC Minimum Maximum Mean @ 25- 50- 75- 95-
perc perc perc perc
Hexane 0.206 238.37 10.614 1.604 4.161 11.319 31.512
Heptane 0.053 396.082 22.013 2.838 6.522 18.837 103.7
Octane 0.00749 90.035 3.836 0.977 1.728 3.582 15.166
Nonane 0.0132 279.224 6.022  1.273 2.504 5.538 16.177
Decane 0.080 327.503 8.507 1.677 3.856 3.625 23.988
Undecane 0.145 218.531 0.479  2.372 4071 8.603 33.685
Dodecane 0.072 135.574 5.022  1.496 2.467 4.301 18.275
Tridecane 0.048 47.656 3.237  1.248 1.999 3.292 9.411
Methyleyclopentene 0.044 135.139 6.201  0.998 2.234 6.571 24,522
Cyclohexane 0.054 405.476 14.805 2.268 4.592 12.068 64.573
Methyleycloheptane 0.072 637.36 14.061 1.198 4.125 11.338 63.154
Benzene 0.091 42.338 4.736  2.503 3.909 5.543 10.709
Toluene 0.947 568.74 43.907 18.777 29.533 51.116 120.181
Ethylbenzene 0.009 79.04 5.283  2.008 3.355 5.480 13.998
M-p-Xylene 0.008 273.267 11.787 4.122 3114 10.792 30.455
Styrene 0.139 212.618 3.901 0.845 1.704 3.489 11.823
O-Xylene 0.021 74.08 3.608 1.316 2.176 3.581 9.002
4-Fthyltoluene 0.008 65.22 2.936 09995 1.628 2.906 8.999
3-Ethyltoluene 0.008 25.632 1.383  0.478 0.775 1.473 3.993
2-Ethyltoluene 0.013 33.394 1.316  0.393 0.733 1.299 3.878
Methylbezoat 0.001 14.146 1.122  0.035 0.073 0.462 6.050
Chlorbenzene 0.234 9.216 0.868  0.328 0.655 0.866 2.878
Trichlorethylene 0.002 34.646 0.849 0.188 0.318 0.596 2.232
Tetrachlorethylene 0.001 133.414 2,196 0.134 0.309 0.742 9.022
a-Pinene 0.157 965.493 75.460 17.177 37.669 95377 273.1
- Pinene 0.001 190.868 9.363  2.670 5.255 10.483 31.06
A~ 3 Carene 0.036 335.504 24.633 3.852 10.57 28.867 99.7

Limonene 0.084 771.971 41.161 13.503 28.636 52.532 1099

P
(C]
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Descriptive statistics of VOCs

555 samples were taken during the study period. The concentration range (see table 6)
is from 0.001 (tetrachlorethylene, B-pinene) up to 965.493 ug/m? (a-pinene).

The VOC concentrations were checked for normal distribution with Shapiro-Wilks-
test with SoftStat Statistica 8. The test turned out to be negative. Hence, the null
hypothesis had to be rejected and all concentrations are not normally or log-normally
distributed.

Risk assessment

The ORs and p-values were calculated for the model with gender, cat indoor/outdoor,
smoking indoor/outdoor, education index and twice positive atopy in family as core
model, symptom as dependent variable and VOC concentration as independent
variable. The model estimated the associations between several VOCs and respiratory
symptoms. The present paper contains the result for hexane and wheezing in children
age four. Hexane is used as diluent

for adhesives and varnish and also Q| -
in fuels. Strong sources of hexane ol - 5

are renovation of the flats and -

outside chemical industry. °

Figure 2 refers to an increase in . - |

hexane of 10 pg/m? because the ‘Egg

concentration range is from 2 T | | i
0.206 to 238.37 pg/m*. A threshold % g | '

can be identified when the CIs of -

the different ORs are so small that 2

one does not cover the range of °

another one. This does not apply to S |

the case of hexane (Figure 2). The Y Ex 40 5b Bz " min w=p

Cls are too large and nearly totally
overlap the other CIs so that no
threshold can be specified, although
there might be an indication of a
threshold  between 50  and
100 pg/m?. Further information for
other VOCs and diseases can be
found in Rosch (2010).

concentration categories [ug/m?)

Figure 2: Calculation of concentration
categories for hexane causing wheezing.
The ORs are given for an increase of
10 pg/m?.

A slight increase in OR, which can be taken as an increase in the chance to become
sick, is located between 50 pg/m*® and 100 pg/m?. This, however, can not be
interpreted as a statistically significant threshold because of the too small increase in
OR compared to the large CIs. The ClIs are so large, because only a small subgroup is
diseased. All CIs cover a very wide range so that no threshold can be identified
clearly. The category of highest concentrations, referring to the percentage of children
with symptoms, includes the smallest group of diseased participants. The large Cls are
caused by the small number of participants in the ninth concentration category
compared to the base group.

The hexane concentration of a previous study in Leipzig between November 1994 and
October 2001 (Schlink et al. (2004)) for 50th percentile was 3.1 pug/m*® and for
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95th percentile 23.1 pg/m?®. The 50th percentile of hexane measured in this study is
4.3 pg/m?, which is a little bit higher than the previous value of Schlink et al., 2004.
Also the 95th percentile of this research with a concentration of 32.197 pg/m? is higher
than the 95th percentile (23.1 pg/m®) of Schlink et al. (2004). That leads to the
suggestion, that more hexane is emitted by certain sources. Highest hexane
concentrations were measured in rooms that were renovated in the former year.

4 Discussion

579 persons were inquired with regard to their behaviour, habits in their housing and
the physical health of their children. The questionnaire arrived at the parents within
four weeks of the child's birthday. It contained almost equal number of males and
females (49.7% (230) males and 50.3% (233) females). 39 participants of the cohort
complained about “wheezing ever”.

10 (25.6%) children of the wheezing sub-cohort were directly exposed to tobacco
smoke indoors and 28 (71.8%) suggested being exposed in the daily environment.
However, it is not known whether the parents or other persons are the smoke emitting
sources in the outdoor air.

Domestic animals play an important role for allergy, asthma and wheezing. Cats were
found to be the most influential factor. The used adjustment included that; even though
only 54 families housed cats (wheezer: 3) and 142 noticed contact to a cat outside
(wheezer: 13).

VOC corrections

In the test phase, much more models with different combinations of adjustments were
tested. VOCs were involved with and without correction of seasonality. In result,
uncorrected VOCs had a lot more protecting effects than VOCs corrected for season
and detection limit (table 2). These protecting effects are not plausible and not
supported by any literature. In contrast, the effects found from corrected VOCs were
invigorated by certain references.

Developed model

The assessment of the influence of VOCs on children's health was the aim of this
investigation. For this purpose, 28 common VOCs were collected in the living area but
only hexane and some other VOCs had a significant influence on wheezing in children
age four. In summation the seven adjustments have been gender, exposure to smoke
indoor/outdoor, cats indoor/outdoor, educational index and twice positive atopy in
family. The R” were highest in the model described above. They correspond to other
epidemiological studies (lowest: 0.035 for hexane and wheezing ever in children age
four). Models without atopy in family or only one atopic family member showed
worse coefficients of determination (0.025 for hexane and wheezing ever in children
age four). Because R is a measure for the quality of the model, the one with the
highest R? should be used.

The model was stable when children with high concentration values have been
eliminated for test purposes. This verifies that the used model was a good choice for
detecting the influence of VOC concentrations on the health of children. The study
demonstrates that children, exposed to high concentrations, normally suffer from
airway diseases.
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Results

In particular, we studied the effect of hexane on airway diseases like wheezing.

The measured VOCs in houses have a wide spectrum of sources and combinations,
and this complicates the classification. The mixture of too many unknown sources and
sinks allows only a suggestion of the effect on human health. The concentration of the
VOCs gives no evidence for the amount of ventilation or usage of cleaners, solvents or
factors of furnishings. Through the comparison with other literature some reasons
could be found, but further research has to be done. Expected threshold concentrations,
below which there is no adverse health effect, have not been observed.

5 Conclusion

The used statistical model was developed for calculating the OR for concentration
categories of various VOCs. The background was to estimate thresholds of the
observed concentration range and to find out how many diseased children are located
in the specific section. For several VOCs, which can cause airway diseases like
wheezing, we did not find threshold concentrations below which there is no adverse
effect.

Retrospectively, that might be caused by the characteristic and design of the study. It is
constructed for the influence of environmental and genetic effects on the health of
children and gathered the concentration of different VOCs as a plus to determine
which are correlated with personal indoor (cooking, smoking, cleaning) and outdoor
air (traffic, industry). The connection between outdoor air pollutants and reactions of
the respiratory tract were found in recent studies (Koenig et al., 2005, Adgate et al.,
2004, Carslaw et al., 2009, Wichmann et al., 2009). The result that no threshold could
have been found is also a notice that wheezing appears already at concentrations below
the detection limit.

This investigation showed that wheezing at age four was associated with high
concentrations of hexane. This finding corresponds to studies of Arif et al. (2007),
Trevillian et al. (2005), Rumchev et al. (2004), Venn et al. (2003), and
Cook et al. (1997). Hence, hexane is important in relation to the development of
wheezing in children and mroe attention has to be put in minimizing hexane sources.
The dissappointment of the determination of a threshold for hexane might be
strengthened by concentrations below the detection limit in combination with
wheezing.

The kind and released concentration of VOCs which are emitted by combinations of
indoor activities, furniture and outdoor sources is not well understood until yet.
Concluding this report with the result that no threshold for any VOC was found but an
association between certain VOCs (and concentrations) and health problems could be
corroborated. For further information and results see Rosch (2010).
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Measurement and modelling of the cumulated thermal stress in
Leipzig

Friedrich, A., Ziemann, A., Schlink U.

Abstract

This paper shows first results of mobile measurements, which carried out in summer
2009 to evaluate the thermal comfort for a ‘standardized’ pedestrian in several urban
areas of Leipzig. The analysis of the obtained data was conducted by calculating the
mean radiant temperature as well as the Predicted Mean Vote (PMV). The results were
compared to simulations applying the RayMan-program. Additionally to these findings
to short-term stress, a study to the cumulated thermal stress was implemented into the
analysis for the first time. Thereby, the thermal stress was considered which is
perceived by a healthy ’standardized’ person during a one hour walk. As a first step a
time rate of chan%e of the PMV was defined for a measurement period. Using the
example of the 20" August, 2009 in Leipzig, urban district LoBnig, a cumulated PMV-
aggregation of 0.7 was calculated and hence, a total (cumulated) PMV of 3.4 results in
comparison to an arithmetically averaged PMV of only 2.7 for all measurement points
along the route that were taken that day. Thus, a person perceives a severe thermal
stress when walking the typical pedestrian route in Leipzig-L6Rnig in one hour.

Introduction

Urban areas represent only 0.2 percent of the earth’s surface [Fezer, 1995], but
nevertheless over 70 percent of the world population are living in cities [Hupfer und
Kuttler, 2006].

The growing population density in urban areas and hence the enhanced urbanization
influence and modify the climate of a city. Thereby, the co-action of natural (e.g.:
relief or altitude) and anthropogenic (e.g.: the form and density of the buildings, heat
storage capacity of the building materials or degree of surface sealing) features affect
the particular urban climate.

In the past, studies on urban climate in Leipzig have been carried out e.g. by Muller
(1997), who made extensive measurements by car and generated urban climate maps
(especially temperature maps) for Leipzig. Schwab and Heinz (1997) worked out
special maps to evaluate the urban climate and air quality. Also the office of
environmental protection of Leipzig carried out urban climate studies. On the 12" and
13" August, 1997 thermal scanner photographs and mobile measurements of the air
temperature, humidity and wind velocity were accomplished during calm and almost
cloudless weather conditions. The results show for most urban areas in Leipzig a
thermal stress situation because of higher temperature values in comparison to
surrounding areas [Amt fir Umweltschutz, 2007].

The here presented study is also dealing with the thermal factors of the urban climate
in Leipzig outgoing from recently measured data. Changed meteorological conditions
due to climate changes may have especially an effect on the habitants of a city,
because an enhanced thermal stress is expected. This possible impact of the global
changes to the local urban climate is interesting for the personal well-being and health
status of the people in a city.
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The research was focussed on the thermal stress related to a ’standardized’ person,
who represents the thermal sensibility of the majority of the population. Hence, the
focus lied on the methods and results to evaluate the thermal comfort. Furthermore, the
following questions should be answered by the study:

1. Which urban area generates stress?

2. What’s the amount of the thermal stress?

3. How improvements could be achieved and what significant points should be
considered in future landscape design processes?

Characteristics of the urban climate

The climate of a city is characterized by the modification of the meteorological
parameters. Well verifiable is the heat island effect, which is characterized by higher
air and surface temperatures compared to rural areas [Oke, 1987]. Most of the heating
occurs in the urban areas, which are sealed and covered with buildings very densely.
These are typically the downtown areas. The intensity of the urban heat island
averages 1 to 3 K, especially at night it can reach up to 10 K.

The general temperature anomalies of urban areas in comparison to the rural
environment are caused by an interaction of several effects, which are due to the urban
structure:

- The reduction of the horizon (sky view factor), reduces the diffuse radiation
[H&ckel, 2005]. This has an impact on the radiation balance.

- The effect of ’solar trapping’, i.e. multiple reflections of the radiation, leads to
an additional heating of the air.

- The increased heat conductance of the materials typically used in cities (asphalt,
concrete, etc.) influences also the temperature regime. Because these surfaces
are quite dark, they absorb most of the visible sun light which is followed by a
heating.

- The built surfaces in cities lead to a reduced evaporation and therewith changed
energy balance components (enhanced sensible heat fluxes).

- Also the anthropogenically generated heat due to traffic, industry and
household results in a warming of the urban air.

Thermal assessment methods

The human organism has the ability to be responsive to atmospheric variations.
Changes of meteorological parameters such as air temperature, humidity and wind
velocity as well as short-wave and long-wave radiation have an impact on the well-
being of the people. To evaluate the thermal impulse on a person, the different fluxes
involved in heat exchange have to be regarded. This was realized in several heat
balance models [Hupfer and Kuttler, 2006]. The basis for these investigations is the
heat balance equation for a human body.

In the VDI-Guideline 3787 Part 2 (1998) the comfort equation according to Fanger
(1972) is recommended for standard applications. The result of this equation is the
thermal index PMV. This scale of values provides information on the average degree
of the thermal stress perceived by a large collection of individuals [VDI, 1998]. The
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PMV equation was originally developed for indoor conditions and is a basis to
quantify the thermal sensibility based on a psycho-physical scale. Coupling the
comfort equation according to Fanger with the short-wave and long-wave radiation
fluxes has become widespread as a planning instrument under the name “Klima-
Michel-Model” [e.g. Jendritzky et al., 1990; Gratz et al., 1994].

Using the procedure of the above mentioned VDI-Guideline a mean radiation
temperature t. is calculated from the short-wave and long-wave radiation fluxes.
[VDI 3787 Part 2, 1998]. In addition to the meteorological parameters with
physiological relevance such as air temperature, water vapour pressure and wind
velocity, the PMV also depends on the individual input variables clothing (controls the
heat transition resistance of the clothing) and activity (controls the metabolic rate and
the energy transformation as a result of the mechanical efficiency).

At PMV = 0, no one should feel uncomfortable. In fact, according to Fanger (1972),
even then about 5% of individuals are expected to feel discomfort. Table 1 shows the
PMV-values and their thermal perception as well as the corresponding stages of stress.

Table 1: Predicted Mean Vote PMV, thermal perception and stages of stress [VDI 3787, 1998].

PMV Thermal perception Stages of stress

> 3.5 very hot extreme stress

>2.5...3.5 |hot great stress . heat
>1.5...2.5 |warm moderate stress |  stress
>(0.5...1.5 | slightly warm slight stress )

-0.5...0.5 comfortable no stress

>-0.5...-1.5 | slightly cool slight stress )
>-1.5...-2.5 | cool moderate stress | cold
>-2.5...-3.5 | cold great stress [ stress
>-3.5 very cold extreme stress )

Measurement and analysis methods

The data collection was carried out by mobile measurements. Especially for this study
a transport trolley equipped with several devices was developed and used (figure 1).
The advantage of this measurement setup was that the instruments were transportable
to every measuring point without a car. It was the first time that urban climate studies
in Leipzig were made with such a measurement setup.

The values of the air temperature and the humidity as well as the horizontal wind
velocity and the short wave radiation fluxes were determined by appropriate
instruments on a tripod. Additionally an infrared thermometer was used to measure the
surface temperature and to estimate long-wave radiation fluxes. These measurement
instruments were connected with a data logger, which recorded and saved the
measuring data. To get representative values for the prevailing areas a measuring time
of 10 minutes was chosen at one place.
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Figure 1: Measurement setup, positioned at a measuring point in Leipzig-Paunsdorf.

The interesting areas for the investigations were, beside the downtown area, also the
urban areas with many inhabitants, which are at the periphery of the city. It was
decided to investigate a developing area in the east of Leipzig (Paunsdorf).
Furthermore, the urban area L6Rnig and the park area L6Rnig-Dolitz were chosen to
examine measurement points with natural surfaces as well. The measurements were
primarily carried out at sites near public institutions or at places where many citizens
often come together. In the 3 studied districts of Leipzig a measurement route was
chosen, which contained 6 measuring points characteristically for the district. The total
lengths of the measurement routes were about 4 km’s. This is a distance which a
pedestrian may cover in 1 hour. The measurements were done at various times of the
day and were also repeated for different weather conditions to get a general statement
about the thermal stress during summer 2009 in Leipzig. Each route contained at least
one measuring day at which the solar radiation was maximal due to cloudless
conditions. Furthermore, at each route it was tried to get a comparison of the thermal
stress of sunny places with shadowed places. Additionally, at several measuring points
measurements were taken in the evening to detect cooling rates depending on the kind
of surface (densely built or green areas).

To analyze the obtained data several programs were used. To determine the mean
radiation temperature a Fortran-program at the basis of VDI 3789 (1994) was
developed (see Friedrich, 2010). The incoming long-wave radiation was calculated due
to the cloud coverage at different heights. Furthermore, the measured air and surface
temperature were used and therewith the outgoing long-wave radiation fluxes were
calculated. The measured short-wave radiation fluxes were also used to compute,
together with the calculated long-wave radiation fluxes, the mean radiation
temperature. Then, the mean radiation temperature is used in a program for
determining the thermal stress, i.e. the PMV [VDI 3787 Part 2, 1998]. To compare the
measured and calculated data the RayMan-model was used, which is a program for

78



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

modelling the radiation fluxes and the thermal stress in urban structures [Matzarakis,
2001]. RayMan simulates the short- and long-wave radiation fluxes at a certain time
and place using the real urban structures. As one result of the simulations the PMV-
value can be calculated.

Results

The results of the thermal comfort analysis show, that already at temperatures of 20°C
a slight thermal stress (PMV-values greater than 0.5) exists. At temperatures of about
25°C there result partly PMV-values higher than 2.5. Therefore, a moderate thermal
stress occurs most likely, although thermal comfort in the shadowed zones is also
possible. On hot summer days (air temperature higher than 30°C) the healthy
“standard” person (without additional regulation) feels even in shadowed zones no
thermal comfort with its environment. On such days a great, partly extreme thermal
stress with PMV-values of about 4.0 can be expected.

To study the influence of shadowed areas on the thermal stress the measured 10-
minute averages of the data from all measuring days from Leipzig-L6Rnig and the city
centre were considered and compared. In both urban districts there were shadowed
measuring places during the whole day due to buildings or trees. Independent from the
special weather conditions it was discovered, that the PMV-values in shadowed areas
were reduced by about 30% in comparison with places, where the sun was shining
directly. At PMV-values of 2.0 and greater (in the sun) this reduction of the thermal
stress 0f30 % makes out one entire stage of stress (according to Fanger). It has to be
mentioned that the thermal stress can be reduced even by staying for a short period of
time in shadowed places.

In the following, additional results of the study are summarized (see also Friedrich,
2010).

Intensity of the Heat Island Effect

The urban heat island is a well-known phenomenon in the urban climate and is formed
by the temperature difference between the city centre and the surrounding areas. The
intensity depends on the weather conditions and reaches its maximum at calm nights.
The intensity of the heat island in Leipzig was verified by comparing the measured air
temperatures at the LIM (Leipzig Institute for Meteorology) and at the park in L6Rnig
for the 20" August, 2009. The observed measuring points are both on a grassland site.
The park in L6Rnig represents the less sealed areas at the periphery of the city, which
cool rapidly down after sunset in comparison to the city centre. The measuring point at
the LIM represents the air masses of the centre, which are additionally heated by the
released heat of the surrounding buildings.

During the day with the high solar radiation and the cloudless sky the temperature
difference between the city centre and the LO6Rnig park site was 1.1 K. In the evening
the temperature difference was even 2 K. This result verifies the findings of other
studies that the heat island effect is especially distinctive at night [Hackel, 2005].
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Intensity of the nocturnal cooling

On the 20™ August, 2009, which was the hottest day in this summer, additional
measurements were taken in the evening hours in L6Rnig. The aim was to show that
the cooling over unsealed surfaces, such as the grassland in the park, is enhanced. The
measured air and surface temperatures are plotted in figure 2. During the
measurements a difference between the measuring points in the park and those within
the blocks of houses became apparent. The air temperature still increases in the
evening hours once there was a change in the location away from the grassland to a
closed location of buildings. This behavior is caused by the fact that the air masses are
heated due to the release of the stored heat of the buildings. This effect is verified by
the measured surface temperatures. Specially the sealed surfaces are storing more heat
because of their material composition and deliver this heat after sunset to the overlying
volume of air. Also, the influence of the ‘solar trapping’ between the buildings plays a
role. Thus the air between the blocks of houses is heated additionally. Whereas natural
ground surfaces have a less storage capacity and therefore their cooling is more
rapidly.

measured temperatures in L6Bnig for the 20t August 2009
in the evening hours
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Figure 2: 10-minutes-average of the measured air and surface temperature on the 20th August, 2009
in LORNig in the evening hours.

The different cooling effect of different surfaces is also reflected by the values of the
PMV (figure 3). Generally, there is a less thermal stress expected in the evening hours,
while in contrast the abidance on grassland is already perceived as slightly cool
(negative PMV). According to the simulation with the RayMan-program a person
standing on the grassland in the park at the measurement time still feels comfortable.
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calculated and simulated PMV-values for the 20t August
2009 in L6RNig in the evening hours
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Figure 3: Calculated/measured (10-minutes-average) and simulated (RayMan) PMV-values on the
20th August, 2009 in L6Rnig in the evening hours.

An error of +£0.9 for the PMV was calculated with the Gaussian propagation of
uncertainty method (see fig. 3, error bars). For the measurement point in the park
(grassland) the result of the simulated PMV-value by RayMan shows a difference to
the calculated result outside the error bar for the measurement, which cannot be
explained up to now. It is possible that any prefactor is the reason for the deviation
between the simulated and the calculated values of the PMV.

All in all, the example shows that the differing thermal behavior of natural and sealed
surfaces is well demonstrated. The unsealed surfaces cool off more rapidly by
comparison. This effect is caused, e.g., by the less reduction of the horizon and the
additionally released heat of the buildings and the sealed surface.

Cumulated thermal comfort

A person perceives a particular thermal stress when remaining at one place just for a
short time. Whereas by walking a certain route over a long time, the person is effected
not only by the thermal stress dependent on a position but additionally by the change
of the thermal stress dependent on the time of day. What thermal stress perceives a
‘standard’ person by walking a certain distance in one hour?

The study of Fanenbruck (2001) shows approaches of such a cumulated point of view.
He not only involved the ’standard’ person in his calculation, but also concentrated on
several groups with different age and their variable adaptability. In the calculation
algorithm Fanenbruck (2001) uses the thermo-physiological stress [unit °C].
Furthermore, the cumulated thermal stress is the integrated thermo-physiological stress
by the time. Hence a time-integrated total exposure can be given. The approaches
made by Fanenbruck (2001) could not be assigned for this study because the PMV
equation contains a lot of time-dependent parameters, and hence an integration
difficulties not operationally applicable.
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A likewise method could be to calculate a mean average and afterwards add a defined
cumulated aggregation, which is determined by the chronologically change of the
PMV-value from one measuring point to the next one. Because the time difference
between each measurement of every measuring point is irregular, a change of the PMV
per minute was determined. Afterwards this change per minute is generated over the
total measurement period. The result is an average of the change of the PMV per
minute over a certain measurement time. To derive a statement for the cumulated
thermal stress for a certain time range within the measurement time (e.g. one hour), the
change of the PMV per minute can be multiplied with the required number of minutes
(see also Friedrich, 2010). This calculation formalism shall be shown using the
example of the 20" August, 2009, measurements in L6Bnig. Therefore, the results of
the calculated PMV-values at each measurement point in L6Rnig for the current time
of the day are presented in figure 4.

Results of the calculated PMV for the measuring points in
L6Rnig for the 20t August 2009

4.5
- _ cIoseJIocation of
4 . .
byildings
35 between fall houses
. grasksland
supermarket ¢ ¢
3 3
>
E 2.5
kinddrgarden 1 T

2
* shiade

1.5

1

|

0 T T T T T T
10:19 10:55 11:31 12:07 12:43 13:19 13:55

0.5

Time of the day [CEST]

Figure 4: Calculated/measured (10-minutes-average) PMV-values for the measurement points in
L6Bnig on the 20™ August 2009 in the daytime hours.

The calculated PMV-values result in an arithmetically averaged value of about 2.7.
Table 2 shows the results of the further evaluation. For every time range from one
measuring point to another the change of the PMV was determined (column 3, table 2)
and divided by the corresponding minutes (column 4, table 2). The resulted changes of
the PMV per minute for each measuring point were then averaged. Thereby a negative
change of the PMV (decline of the PMV in shady places) was considered. Further, the
average change of the total measurement period (3 % hours) is multiplied by 60
minutes and hence a cumulated change of the PMV per hour of 0.7 was calculated
using the example of the 20™ August 2009 in L6Bnig. This is the appointed cumulated
aggregation, which is added to the calculated average of 2.7. A total mean PMV of 3.4
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results, which means, that a person walking along the measuring route in LORnig in
one hour perceives a great thermal stress (see table 1).

Table 2: Calculated/measured PMV and the results of the change of the PMV-values for every
measurement point in LéRnig on the 20" August 2009 in the daytime hours.

measurement point calculated | change of the PMV within | change of
PMV the time from one|the PMV
measurement point to the | per minute
next one
Kindergarden 1.90
supermarket 2.88 +0.98 in 45 min +0.0217
between tall houses 3.14 +0.26 in 60 min +0.0043
shade 1.47 - 1.67 in 15 min -0.111
grassland 3.14 + 1.67 in 6 min +0.278
closed location of buildings | 3.47 +0.33in 15 min +0.022
average change of the PMV | + 0.043

The consideration of a time-dependent cumulated change of the PMV is necessary,
because the PMV itself can change due to varying environmental as well as
meteorological conditions. If a person already feels uncomfortable, a natural increase
for example in the air temperature or solar radiation can indicate a higher sensed PMV
as currently calculated at one place and moment. An individual perceives an additional
thermal stress, although he/she already feels too hot. This was respected with the
above chosen approach for the evaluation of the cumulated thermal comfort. The given
method for the calculation of an hourly cumulated change of the PMV has to be
applied for each measurement period to incorporate possibly changing environmental
conditions.

For future studies it should be tried to generalize the method to evaluate the cumulated
thermal comfort.

Conclusions and Outlook

The formation of the urban climate is, mostly, due to the high percentage of sealed
areas in a city.

In general a thermal stress occurs at air temperatures of 20°C. Only parks and shades
provide an adjustment to high thermal impact, which has been proved by means of
various sealed areas in LORnig. During the cooler evening hours, there is still a low
thermal stress or thermal comfort between the blocks of houses (PMV-values range
from 0.4 to 1.0) whereas in parks and on grassland a PMV of -1.4 was calculated,
which is already chilly. According to the statement of Becker (Deutscher Wetterdienst-
DWD, 2008) the air temperature rises from 0.3 to 0.4°C with every 10 percent
additional degree of surface sealing. Because the climatic radius of operation of
planted areas is limited, it is important that rebound (little parks and green spots) is
created close to places of residence. Under trees and in shades the thermal stress can
decrease by about 30%. The aim of landscape design processes should be to reduce
new sealed areas and to utilize grassland or porous pavement more intensive.
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To propose the conclusion how high the thermal stress is, a “standard” human
perceives during a one hour walk, the PMV-values were being cumulated. Therefore, a
cumulated thermal loading was defined, which results in the time rate of change of the
meteorological parameters. Using the example of the 20™ of August 2009 in L&Rnig, a
cumulated loading of the PMV of 0.7 was calculated and added to the average of the
PMV during the measuring period (2.7). Hence, a total PMV of 3.4 results, which
means that a person, who walks the route in L6Rnig in one hour senses a great thermal
stress.

Finding an adequate calculation formalism for the cumulated thermal stress is very
hard in respect of using the Predicted Mean Vote as an index of thermal stress. In
following studies the presented approaches should be improved. Also, other indexes
such as the Perceived Temperature could be used to define a cumulated thermal stress
with the unit of degree Celsius.

In conclusion, the obtained results are still insufficent to make a general statement,
which urban area in Leipzig is mostly thermal loaded. For that reason, following
studies must be carried out to enhance the data set. Additional and isochronic
measurements are necessary to confirm the shown results and to gain an overview of
the thermal stress of all areas in Leipzig. Therefore, more urban areas should be
embraced. Furthermore measurements at “Neuseenland”, south of Leipzig, are
recommendable to pinpoint the contrast between the city centre and the nearby rural
areas. Also, for a qualitative analysis of the heat island effect, there should be
measurements at night. With more available date there can be made generalized
statement of the thermal stress all over the town of Leipzig.
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Studies about the influence of turbulence on the sound
propagation in the atmosphere and its simulation

Florian Rost, Astrid Ziemann and Armin Raabe

Summary

Noise is still an unsolved problem of our time and influences the public health and
well-being. So sound-exposure gains more and more in importance. This study
examines the influence of turbulent vertical profiles of wind and temperature on the
sound propagation, using the model SMART (sound propagation model of the
atmosphere using ray-tracing). For several states of atmospheric stability, ten-minute-
time series of vertical wind and temperature profiles were constructed and used as
input data for the model. Simulations of the sound attenuation showed that turbulence
affects the sound propagation in the atmosphere. This influence is reflected in a
reduction of the sound attenuation level in the downwind area, whereas the sound
shadow remains almost unaffected. The influence increases with the distance to the
source and depends on the atmospheric stability.

Beside the average influence due to turbulence, a “worst-case” scenario with the
highest noise immission during the simulated time range was analyzed.

Based on the results of this study, a new SMART-module, taking turbulence into
account by parameterizations, was developed. The developed turbulence module is an
upgrade of the sound model SMART and helps to improve the sound immission
forecasts, including meteorological effects.

1 Introduction

In Germany, more than 15 million people feel disturbed by noise [1]. Noise is not only
unpleasant. It can cause people falling ill. For noise levels greater than 60 dB, the
myocardial infarction risk increases continuously. Pear year, approx. 4000 myocardial
infarction cases are attributed to the road traffic noise [2]. A very meaningful tool in
environmental protection is the forecast of sound immission. At the Leipziger Institut
fiir Meteorologie a sound propagation model, SMART (sound propagation model of
the atmosphere using ray-tracing), was developed [3]. In contrast to the idea that
sound propagates in form of waves, this model deals with the estimation of sound
energy propagation by sound rays. This is the basic principle of the geometrical
acoustics [4], which is the foundation of SMART. This model computes the sound
attenuation level, taking into account meteorological influences on the sound
propagation by vertical profiles of wind velocity, wind direction and temperature.

In previous simulations only stationary profiles were considered. In the lowest 1 to 2
km of the atmosphere (the atmospheric boundary layer) wind shear and solar heating
of the ground produce turbulent fluctuations of the vertical profiles. These fluctuations
lead to sound scattering that influences the sound attenuation level [4], [5].
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For this work, vertical profiles of wind and temperature including turbulent
fluctuations were constructed for several cases of atmospheric stability and jointed to
time series. The sound propagation for each time series were averaged arithmetically
to estimate the effects of turbulence on the sound attenuation.

2 Meteorological effects on the sound propagation

The adiabatic sound speed is a function of the air temperature 7. The propagation
velocity of the sound also depends on the wind vector. Therefore, there the effective
sound speed [4] is introduced as

¢y (2) =c(2) +u(z), (1

with the adiabatic sound speed ¢ and the wind velocity component u along the
propagation direction of the sound. A vertical increase of temperature or wind velocity
leads to a vertical increase of the effective sound speed and a downward refraction of
the sound ray. A vertical decrease of c,, causes an upward refraction.

The sound propagation model SMART uses these properties for calculating the sound
attenuation level. It is introduced in the following section.

3 The sound propagation model SMART

In the model SMART a sound source emits a number of sound rays into the
atmosphere, which is regarded as horizontal homogeneous. The computation of the
sound path is based on the special refraction law for a moving medium [6].
Meteorological effects on the refraction are considered by vertical profiles of wind
velocity, wind direction and temperature. After the ray tracing, between two sound
rays with only a small difference in the emission angle a sound tube is constructed.
The cross-section of such a tube is inversely proportional to the sound intensity / . The
ratio of these cross-sections at a sampling point i and at a reference distance from the
source (here: 1 m) leads to the change in the sound intensity level, called sound
attenuation level [3], [7]:

1.
AL, =-10-1g——. )
ref

These calculations are made for 36 horizontal directions with an azimuth angle
resolution of 10 deg. Therefore the output of SMART involves a horizontal sound
attenuation field. The immission level was set to a height of 2 m above ground.

The model input data include vertical profiles of temperature, wind speed and wind
direction. These profiles can be taken from measurements or — as in this study — can be
constructed synthetically.
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3 Synthetical construction of vertical turbulent wind and temperature profiles

In a first step, undisturbed profiles were simulated. The wind profiles are based on the
logarithmic wind law

uz) =", 3)
Kz,
with the mean wind speed u, height over the ground z, the von Kdrmdn-constant
k(x=0.4) and the friction velocity u. [8]. The roughness length z, was taken for
7, =0.01 m, which is an adequate value for grassland [9], was used. To take into
account atmospheric stability, u. is calculated for several stability classes, borrowed

from the Pasquill-stability classes [10]: Very unstable, unstable, neutral to light
unstable, neutral to light stable, stable and very stable. This classification is based on
the Obukhov-length L, an stability parameter which refers to the ratio of the flux of
momentum and the sensible heat flux. Profiles were constructed for the following
values of L (unit: m): -10; -30; -50; -100; -200; -300; 500; 250; 150; 60; 7.

The creation of vertical temperature profiles rests upon the gradient-Richardson-
number

9

% )
au
5]

with the acceleration due to gravity g and the parameterizations R, =

=
I
o

Z
L‘¢M

for a

stably and R, =% for an unstably stratified atmosphere [11]. ® is the potential

temperature and 7 the layer-average temperature. @,, represents a stability depending
function.

In the real atmosphere, such simple profiles are disturbed by turbulent eddies. A
turbulent flow contains a number of eddies on different scales. The largest of them
gain turbulent kinetic energy from the main airstream. These large eddies transfer their
energy — without any loss of energy — to smaller ones, which convey energy by the
same way. The smallest eddies with dimensions depending on the viscosity of the
medium are dissipating the mechanic energy into heat. The range of energy transfer
(inertial subrange) in this energy spectrum was described by Kolmogorov (1941) by
the relation

E(f)e f7", )

where f is the frequency [12]. Within simulated profiles, atmospheric turbulence was
included by considering the mixing length theory of Prandtl [11]. By a vertical
impulse, an air parcel with its specific properties u(z) and ©(z) is mixed into a higher
(or lower) altitude (z+1), retaining its properties. The observation of this particle in

the level (z+1) is u=u(z)=u(z+I0)+u'. u can be seen as average wind speed and
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u'as turbulent fluctuation. These relations can also be considered for ®. The mixing
length is calculated by

=Kl @y - (6)

There are several parameterizations for ¢,, ,, , according to u (¢, ) and ® (¢, ) [11].
They are all based on the Obukhov-length L.

In a fixed height over ground (in this special case 0.25 m) the mixing length is
calculated and added to this height. The result is saved as a first interim stage. To the
values of u, ®@or & at this height, a turbulent fluctuation u' respectively © or &' is
added (J: wind direction). For the altitude of the first interim stage, the mixing way
length is calculated and added to this height. This leads to a new interim stage. This
procedure is repeated until the maximum height of the model is reached.

Such profiles are constructed over a time range of 10 minutes [13]. A time series
u(z,0) =u(z) +u'(z,1), O(z,1)=0(2)+0 (z,1) and Kz,1)=Xz)+(z,1) is created for
each interim stage.

The time- and height-dependent turbulent fluctuations «', ®' and ¢' are simulated in
the following way:

A series of random data points is produced and assigned to a discrete time ¢,, while

At=t,—t,,= 0.5 s. The energy spectrum [14] of this time series has the form
E(f)o f°. After a modification, the energy spectrum becomes a Kolmogorov
spectrum with E(f) o< f 7.

The result of a re-transformation is a time series with the typical characteristics of the
inertial subrange. The adaptation of the amplitude by a scaling factor does not
influence the energy spectrum.

The amplitudes of the fluctuations depend on the altitude and the atmospheric stability
and are calculated according to the turbulence characteristics given by Foken [10] and
Thomas et. al [15]. Examples of such profiles are shown in figure 1.

—— very unstable —— very unstable
1004 —— stable 1004 —— stable

height [m]
height [m]

T T T T T T T T T T T T T
-2 0 2 4 6 8 10 12 8 10 12 14 16
wind velocity [m/s] temperature [deg C]
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wind direction [deg]

Figure 1: Examples of synthetically constructed vertical profiles of
the quantities wind velocity, temperature and wind direction (from left
to right). Red curves: very unstable case. Black curves: stable case.

In a next step, based on the constructed profile-time series the sound attenuation level
was calculated by SMART. After first sensitivity studies about the influence of the
single properties wind velocity, wind direction and temperature, profiles of all
properties were combined. The sound attenuation was calculated for each selected
value of the Obukhov-length L and arithmetically averaged over the simulated 10
minute time range.

4 Results of the SMART simulations
Figure 2 shows the sound attenuation calculated by SMART based on an undisturbed

wind profile (left) and the attenuation field, averaged over the simulated ten-minute-
range (right).
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Figure 2: Sound attenuation level [dB] calculated by SMART for an
undisturbed wind velocity profile (left) and averaged over a ten-minute
time series of turbulent wind velocity profiles for a very unstably stratified
atmosphere (L =-10 m) (right).

The sound source is located in the center of the circle area, right over the ground
whereas the immission level lies at 2 m height above ground. Both attenuation fields
are based on a very unstable atmosphere (stability class A, Obukhov-length L =-10
m) and a vertical wind gradient is taken into account. In the upwind area, the upward
refraction of the sound rays makes no sound rays penetrating this region. This area is
called sound shadow. In natural surroundings, diffracted and scattered sound reaches
this region, hence there is no absolute silence. Referring to Salomons [14] SMART
takes the energy conservation on the surface of a sound wave into account. With
growing distance from the sound source, the wave surface is getting taller. The
resulting decrease of energy density per unit of area leads to an attenuation of 6 dB per
doubled distance from the source (spherical wave divergence). Additionally to this
values SMART adds a constant attenuation of 40 dB [4].

It comes out that the sound shadow region is not influenced by turbulence. In the
downwind area, there seems to be a decrease of the sound attenuation by the influence
of turbulence. A comparison between the averaged turbulent attenuation field and the
attenuation without any turbulence approves this first finding (see figure 3). To find
out how strong the influence of the turbulence is for every point of the analyzed area,
the attenuation field without the influence of turbulence was subtracted from the
attenuation field containing turbulence. The result is the additional attenuation due to
turbulence.
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Figure 3: Additional sound attenuation [dB] caused by turbulence
averaged over a ten minute time series of turbulent wind velocity
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Similar considerations were made for vertical profiles of the temperature without wind
vector influence. In this case, the effects of turbulence strongly depend on the
algebraic sign of the temperature gradient, as figure 4 shows.
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Figure 4: Additional sound attenuation [dB] caused by turbulence averaged
over a ten-minute-time series of turbulent temperature profiles in a very un-

stable (L=-10

m) and a very stable atmosphere (L =60 m).
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The curves show the additional sound attenuation level caused by turbulence in the
case of a vertical temperature decrease (very unstable case) and a vertical temperature
increase (very stable case), respectively. As can be seen, there is an additional
attenuation for almost all distances in the very stable case. In the very unstable case,
there is an additional attenuation due to turbulence only for small distances from the
sound source. For larger distances, because of the developing sound shadow no
turbulence influence can be observed.

In the atmosphere wind gradients are common as well as temperature gradients. So the
next step combines these profiles and uses them as new input data for SMART.
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Figure 5: Sound attenuation level [dB] calculated by SMART for undisturbed
combined wind and temperature profiles (left) and averaged over a ten-minute-
time series of turbulent wind and temperature profiles (right) for a very unstable
atmosphere (L=-10 m).

Figure 5 displays the results of these calculations. The picture on the left side was
simulated with undisturbed wind and temperature profiles. On the right side, the
averaged attenuation over 10 minutes with turbulent fluctuations of wind velocity,
wind direction and temperature can be seen. Beside a smoothed map because of the
averaging procedure, the picture of the turbulent case shows a reduced sound
attenuation in the downwind area. Furthermore, the region of the sound shadow is
smaller, attributed to turbulent fluctuations of the wind direction.

Among the studied stability classes, the curves of attenuation caused by turbulence
have similar structures. Therefore all calculations for the same stability class (but
based on different values of the Obukhov-length, see above) are summarized by
averaging them. Figures 6 and 7 give information about the stability classes very
unstable and very stable. Both of the illustrations show exemplarily two of 36 sound
directions: downwind and 30 deg crosswind to downwind.
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Figure 6: Additional sound attenuation [dB] caused by turbulence averaged
over a ten minute time series of combined turbulent profiles of wind vector and
temperature in a very unstable atmosphere. Left: downwind, right: 30 deg cross-
wind to downwind.

il

T T T T T T T T T T
0 200 400 600 800 1000 1200 1400 1600 1800 2000

V’\\ /\/\ /\/ \/ \ /\

additional attenuation due to turbulence [dB]
additional attenuation due to turbulence [dB]

T T T T T T T T T T
0 200 400 600 800 1000 1200 1400 1600 1800 2000
distance from the sound source [m] distance from the sound source [m]

Figure 7: Additional sound attenuation [dB] caused by turbulence averaged
over a ten minute time series of combined turbulent profiles of wind vector and
temperature in a very stable atmosphere. Left: downwind, right: 30 deg cross-
wind to downwind.

It comes up that turbulence leads to a decrease of sound attenuation in the very
unstable case. This behavior amplifies with growing distance from the sound source
because of the longer sound path through the turbulent atmosphere. Due to turbulent
fluctuations of the wind direction, the influence in the crosswind area is larger than in
the downwind direction (see figure 6).

The case of a very stable atmosphere shows a significant lower influence of turbulence
and nearly no variation with growing distance (see figure 7).
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5 “Worst case” scenarios

Beside the average additional attenuation, especially regarding noise protection, the
maximal additional sound input caused by turbulence is of interest. This “worst case”
selects the lowest sound attenuation values for each point of the attenuation field over
the complete time range. The additional attenuation due to turbulence for this case in
an unstable atmosphere is shown in figure 8.
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Figure 8: Minimal additional sound attenuation [dB] due to turbulence averaged
over a ten-minute-time series of combined turbulent profiles of wind vector and
temperature in an unstable atmosphere.

It can be seen that the maximal reduction of the sound attenuation caused by
turbulence lies between 10 and 20 dB in the downwind direction and between 30 and
40 dB in the crosswind sections. Identical studies about a very stable stratified
atmosphere showed a weaker influence of turbulence. There is an attenuation
reduction of less than 10 dB in the downwind direction and less than 30 dB in the
crosswind sections.

6 Development of a turbulence-module for the sound propagation model SMART

Based on the presented work, a supplementary module for the sound propagation
model SMART was developed. The additional sound attenuation due to turbulence
dependent on the distance to the sound source was parameterized by regressions of
their determined values in the prefixed case studies.

The module just deals with the region from 0 to 50 deg around the downwind direction
and calculates the sound attenuation due to turbulence depending on the atmospheric
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stability. The applicable input parameter is one of the introduced stability classes. An
example for the simulated attenuation without and with this module shows figure 9 for
a very unstable stratified atmosphere.
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Figure 9: Sound attenuation level [dB] calculated by SMART for an un-
disturbed combined wind and temperature profile. Left: without any turbu-
lence, right: including parameterized turbulence effects for a very unstable
atmosphere.

The developed module also provides the facility to estimate the “worst case”. The
region is shown in grey. An example shows figure 10.
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Figure 10: Minimal sound attenuation [dB] in a turbulent atmosphere
calculated with the new developed turbulence module of SMART for
combined profiles of wind vector and temperature in a very unstable
atmosphere.
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7 Conclusions and further prospects

The conducted studies show, that turbulent fluctuations of wind vector and
temperature affect the sound propagation in the atmosphere. These fluctuations result
in small-scale, local supplementary gradients in the wind and temperature profiles,
which lead to a changed refraction of the sound rays.

As a result of the simulations for the stability range from very unstable to stable,
turbulence causes a reduction of the sound attenuation of 2 to 8 dB in the focused area
of 0 to 50 deg crosswind to the downwind direction, compared with a turbulence free
atmosphere. That means in average turbulence results in a higher noise immission for a
very unstable to stable atmosphere. The main influences on the initial sound shadow
can be ascribed on turbulent fluctuations of the wind direction. The region 0 to 50 deg
around to the upwind direction is only weakly influenced.

Furthermore it comes up, that the influence of turbulence increases with growing
distance to the source. This conforms to expections, because the sound ray passes
more and more turbulence elements (eddies) during its propagation through the
atmosphere, so the influence of turbulence increases.

A particular position takes up the stability class very stable. In this case, the average
additional attenuation due to turbulence in sound directions between 0 and 30 deg is
neglectable. In 30 to 50 deg, turbulence leads to a reduction of the attenuation of not
more than 2 or 3 dB. Furthermore, the effect of turbulence depends only weakly on the
distance of the source (see figure 7). Further calculations with various profiles can also
help to specify the obtained parameterizations, like simulations for other values of the
Obukhov-length L.

As can be seen from figure 1, the strongest fluctuations of wind and temperature (and
consequently the largest values of their vertical gradients) can be found close to the
ground. In all simulated cases the sound source was set on the ground, so the effects
near the earth surface prevail. Studies with a sound source centimeters or meters above
ground verified this assumption [16] and should be continued.

A limitation of the introduced results is the fact that SMART is only able to simulate a
horizontal homogeneous atmosphere. In general, this assumption is inapplicable for
regarding turbulence.

The parameterization of the “worst case” scenario does not take a range of time into
account, for that the sound attenuation reduction takes place. This can be modified by
using another selection algorithm, which takes an immission time into account.

This study is designed to give a first idea how to consider turbulence in SMART. The
new version of SMART considering turbulence is a further advance in the sound
immission forecast. The option to calculate a “worst-case” scenario helps to estimate
the maximal noise exposure due to meteorological effects.
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Acoustic anemometry and thermometry

B. M. Brecht, A. Raabe and A. Ziemann

Abstract

Acoustic travel-time measurement is a method for remote sensing of the atmosphere.
The temperature-dependent sound speed as well as the flow field can be detected by
measuring the travel time of a defined acoustic signal between a sound source and a
receiver when the distance between them is known. In this study the properties of the
flow field are reconstructed using reciprocal sound rays to separate the direction-
independent sound speed from the effective sound velocity including the flow velocity
component in direction of the sound path. The measurements are taken on a horizontal
scale of about 2 m x 2 m. By measurements in interiors, where no flow of air exists,
the temperature can be determined with an accuracy of 0.6°C and the flow component
in direction of the sound path with an accuracy of 0.3 m/s. If flow of air exists the
measurements gets complicated because the phase shifts, which have been detected by
the receivers, cannot be corrected like it was possible without the influence of flow.

1 Introduction

The motivation to do travel-time tomography in the atmosphere is to get consistent,
measured data to validate numerical atmosphere-models like Large-Eddy simulations
(LES), which has become a common tool to investigate several questions of the micro
scale structure of the atmosphere (Arnold et al., 2003). Therefore area or volume-
averaged values are needed, which the travel-time tomography provides.
Conventionally such spatially data have been provided by point measurements and
additional interpolation or up-scaling algorithms. Travel-time tomography provides
this data directly with a high spatial and temporal resolution (Arnold et al., 2003).
Acoustic tomography exists a long time. At first Spiesberger and Fristrup (1990)
verified an experimental application of a tomographic horizontally—sliced scheme to
the atmospheric surface layer. They described a method for passively locating the calls
of animals. Wilson and Thomson (1994) also verified this method with the
concentration on the characteristics of the atmosphere (Tetzlaff et al., 2002). Then the
work with acoustic tomography has started at the Institute of Meteorology of the
Leipzig University (LIM). Arnold et al. (1999), Raabe et al. (2001) and Ziemann et al.
(1999 a, b) demonstrated the applicability of acoustic travel-time tomography to detect
absolute values of the temperature and the wind vector with no additional information
apart from air humidity (Tetzlaff et al., 2002).

There were several projects relating to acoustic travel-time tomography at the LIM,
inter alia the STINHO-project, a field-campaign at the boundary layer field site of the
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Meteorological Observatory Lindenberg of the German Meteorological Service in the
summer of 2002. The intention was to compare conventional meteorological point and
vertically integrated measurements with area-covering air flow observations and
numerical simulations. To observe horizontally variable flow and temperature fields
above a heterogeneous land surface they used, inter alia, travel-time tomography
(Raabe et al., 2005). In this project the researched area had a range of 300 m x 440 m.
Besides the application on meteorological boundary layer field sites to get consistent
data to validate numerical atmosphere-models like LES the method of acoustic travel-
time tomography can be used on other questions as well. It can also be applied on
shorter distances between the sound source and receiver, like only a few meters. This
work began on the LIM using an apparatus that worked with audible sound signals and
was suitable for wind and temperature measurements on a scale of 1 m (Barth et al.,
2007). The travel times between a sound source and a sound receiver were detected
with a correlation technique, where the travel time was that time, in which the
correlation between the transmitted and received signal was the biggest. On these
shorter distances it is possible to measure flow patterns in wind channels or the flow in
atmosphere-chambers or halls. Another field of application in which travel-time
measurements could be useful is in Greenhouses, because the air speed distribution is a
key factor influencing heat and mass transfer there. Wang et al. investigated the air
speed profiles in the centre of a naturally ventilated greenhouse with a tomato crop by
means of a customized multi-point two dimensional sonic anemometer system and the
experimental results showed that air speed was linearly dependent both on external
wind speed and greenhouse ventilation flux (Wang et al., 1999). For this acoustic
travel-time tomography could be used as well.

Aim of this work is to develop a progress of the acoustic travel-time measurement on a
horizontal scale of about 2 m x 2 m, like Barth did, with a start-stop measuring
technique. The presented method uses ultrasound and can carry up to ten
measurements per second. A fact, that is especially for measurements in turbulent
flows of advantage.

2 Basics of acoustic travel-time measurements

Sound waves, or acoustic waves, are longitudinal waves. Sound is propagated by the
alternating adiabatic compression and expansion of the medium (Holton, 2004).

The speed of sound in a medium is determined by its characteristics, that means in the
atmosphere the temperature, the moisture and the flow vector of the air.

2.1 Speed of sound in gases

For an ideal gas, which is a valid idealization for air (Pierce, 1994), and the
assumption of adiabatic change of condition by the propagation of sound, the adiabatic
speed of sound c_ results from the pressure p and the density p to
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L = /)/drderyT ’ 1)

where yqy is the ratio of the specific heat capacities for constant pressure to constant
volume, Ry is the specific gas constant for dry air and T the air temperature in Kelvin.
The sound velocity c_ is also called Laplace’s speed of sound. The specific gas
constant Rqry amounts 287.05 J kg'1 K and Yary Can be assumed to be constant for air
in the temperature range of interest and is equal to 1.4 (Pierce, 1994).

The presence of water vapor changes both the gas constant and the specific heat
capacity. The resulting equation for Laplace’s speed of sound, depending on the
specific humidity q, becomes

c, = J[(l + 0.519)Vary * Rary T] : (2.2)

The temperature has a bigger influence on the speed of sound as the humidity. For the
using here the moisture is not negligible, but it is sufficient to make the assumption of
a constant value.

In a real atmosphere the velocity of sound depends also on the flow of air. This
dependence is vectorial and not scalar, like that from the temperature and the moisture.
To describe the influence of the wind vector v on the sound speed, the effective speed
of sound is often used:

Coff = CL(TaV(I', t)) +v(r,t)-s= CL(TaV(I‘, t)) + Vray- 2.3)

Here s represents an unit vector, which is tangential to the sound path from the sound
source to the receiver (Ostashev, 1997), r represents the space vector, t the time and
Viay describes the projection of the flow vector to the direct line between the sound
source and the receiver and therefore the flow component in the direction of the sound
ray. Consequently ce; has both a temperature-depending part (c.) and a flow-
depending part (v.y). Therefore the vectorial influence of the wind is attributed to the
scalar addition of Laplace’s sound velocity ¢_ and the wind component in the direction
of the sound ray vq,,. Equation 2.3 is an approximation, because the unit vector s is
bending with the influence of wind. The approximation is valid if the properties of the
ambient medium (v) changes much slower than the characteristically time of the
energy transport (Ces).

2.2  Separation of the temperature and flow dependence

To separate the scalar influence of the temperature and the directional influence of the
flow vector on the speed of sound there are used bidirectional, nearly reciprocal, sound
paths. The application of this principle is used, e.g., by ultrasonic anemometers.
Therefore reciprocal sound propagation can be assumed. Laplace’s sound speed can be
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derived by adding the forward and backward travel times (Equation 2.4). The flow’s
velocity component along the sound ray path can be derived by subtracting the
forward and backward travel times (Barth, 2007). The resulting equations look like the

following:
- d( 11 ) 2.4)
L — 5 )
2 To,forward To,backward
N E( 1 1 ) 25)
ray — - .
d 2 To,forward To,backward

Here d is the distance between a sound source and receiver and g is the travel time of
a sound signal.

3  The measuring system

To get the effective speed of sound it is necessary to have exact information both
about the travel time of a sound
wave between the sound source and
receiver and the distance between
them. The more exact the
information about the travel time
and the path length between the
sound source and receiver the more
precisely is the determination of the
meteorological parameters. From
the travel time of a sound signal
Laplace’s sound speed c_ and
therefore both the temperature T
and the flow vector v can be determined by using reciprocal straight-lined sound paths
and knowledge about the length of these paths.

Fig. 3.1: Transmitter-receiver couple

3.1 Properties of the measuring instrument

The measuring equipment consists of a data logger with eight channels, a notebook
and eight transmitter-receiver couples (Figure 3.1). The data logger is connected with
the notebook, which contains a program to control the measurement and makes it
possible to change a few measuring parameters. The measuring parameters which can
be changed are the transmitting power and the trigger threshold of the signal. It is also
possible to take the mean of the received travel times up to ten times automatically.
The transmitter-receiver couples detect travel-times on bidirectional (reciprocal sound
propagation can be assumed) ways at two different planes and between these two
planes. They have a club-directional characteristic. An arrangement for the transmitter-
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receiver  couples s
shown in figure 3.2. The

transmitter-receiver
couples number 1, 2, 3
and 4 always transmits
respectively receives
sound rays to/from the

transmitter-receiver
couples 5, 6, 7 and 8.
The transmitting
frequency is in the
ultrasonic range and is
40 kHz + 1 KkHz.
Therefore it is possible to
detect the travel-times
with a high temporal resolution. The current configuration of the measuring instrument
detects one value of travel time every three seconds. It is also possible to get an
average of ten values per three seconds.

Fig. 3.2: Arrangement of the 8 transmitter and receiver couples

3.2 Detection of the travel-time

The detection method of the travel-times is a so called “Start-Stop-Measurement”. The
electronic transmitting impulse is a sinus burst with five oscillations. One period has

: x 25 ps. The wave peaks arriving at the
Transmitter ] ] )

{\ {\ 0,10 volts receiver have, after filtering and

| v rectification, an interval of 12.5 ps. The

U \/ H' transmitting power can be set between 0

: 25 s and 10 volts. There is a trigger-threshold

at the receiver, which can be set between
0 and 2.5 volts. If a sinus burst is sending
out, the travel-time begins to start. The

Receivt i i i
et 0423 volts -ﬂf\aﬁtgg-‘?r--tbf??hc"d measurement stops, when the first wave
: NAYAN AV . .
! 55 peak, which is higher than the trigger-
’ o threshold, is detected by the receiver.
T hr= ravel ime This period of time is the travel time

(Figure 3.3). The order of the
measurement is as follows: At first
transmitter 1 sends a signal, which is received by receiver 5, 6, 7 and 8. Then
transmitter 2 sends a signal to receiver 5, 6, 7 and 8, then 3 and 4 to 5, 6, 7 and 8.
Afterwards transmitter 5 sends to receiver 1, 2, 3 and 4, then 6, 7 and 8 to 1, 2, 3 and 4.
That gives 8-4 = 32 travel times. The travel time will be shorter for both if the trigger

Fig. 3.3: Principle of the travel-time detection
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threshold would be reduced, because the waves would be detected earlier and if the
transmitting power would be raised, because the amplitudes of the waves would be
higher and consequently the trigger threshold would be arrived earlier.

3.3 Measuring accuracy

The measuring accuracy depends in principle on the exactness in the determination of
the distance and the travel time between a transmitter and receiver. The path length
was determined with a ruler and the accuracy was assumed to u(d) = 5 mm. By the
following equation

aY ayY
Umax(Y) = |6_X1 u(X;) + -+ |ﬁ| u(Xm), 31)
by equation 2.2, with the precondition that there is no flow of air (v = 0) and the
assumption that the travel time has no error (u(zp) = 0) the maximal error for the
temperature results to

d

-u(d). (3.2)
TOZ *Ydry * Rdry ’ (1 + 0.51 - CI)

Upax(T) = ‘2-

Here d means the path length between a transmitter and receiver, z, is the travel time
of the sound wave, yq4y the ratio of the specific heat capacities for dry air, Ry the
specific gas constant for dry air and g the specific humidity. The resulting temperature
Inaccuracy is Umax(T) = = 1,5°C using a path length of 2 m and the following ambient
conditions: T = 20°C, p = 1000 hPa and r.h. (relative humidity) = 70 %.

The travel-time accuracy is closely connected to the error of the dead time of the
system. There are two modes of dead time error.

The first one is the electronic dead time, which is an error that is based on processes
inside the electronic system. This error is of the dimension of maximal 10 ps, but not
exactly determinable, which corresponds to a temperature error of almost 1°C by a
path length of 2 m and the same ambient conditions as mentioned above.

The second dead-time error takes place because the first wave peak, which arrives at
the trigger threshold, is generally not by the first wave, which was transmitted by the
transmitter and would represent the real travel time (Figure 3.3). This error ensues
probable from a delayed oscillating phase and from the noise. But it has to be
investigated further. Therefore a travel-time error of n phase shifts appears, which is in
the range of n-12.5 ps and leads to a temperature error of n-1.25°C by a path length of
2 m and the same ambient conditions as mentioned above. The problem is that it is not
possible to find out which wave peak was detected; therefore it is impossible to
determine the travel time with a satisfying accuracy. The resulting dead time error
therefore is 10 + n125 ps. That matches a temperature error of
Umax(T) = 1°C £ n-1.25°C.

106



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

The dead time error is a systematically error, which theoretically could be corrected
with a measurement varying the path lengths between the transmitter and receiver and
build a linear fit to get the dead time. The problem by changing the path lengths by a
fixed setting for the transmitting power and the trigger threshold is that other wave
peaks will always be detected. This would distort the measurement. For example, by
changing the distance between transmitter and receiver from a higher to a lower length
the receiver will detect the travel time one or more phase shifts before, because the
amplitude which arrives the receiver is higher for shorter path lengths. Therefore this
error cannot be corrected.

7.1875 4 7.1875

7.1750 4 7.1750

7.1625

7.1625 4

71500 ===

travel time [ms]
travel time [ms]

71500 {EEEE=—=—"

7.1375 dimssemt = 7.1375

7.1250 T T T T T T T 1 7.1250 T T T T T T T 1
16:00 17:.00 18:00 19:00 20:00 21:00 22:00 23:.00 24:00 16:00 17:00 18:00 19:00 20:00 21:.00 22:00 23:00 24:00

time [MEZ] time [MEZ]

Fig. 3.4: Example for a travel-time Fig. 3.5: The same travel-time measurement
measurement from transmitter 1 to as shown in figure 3.4. The three phase
receiver 6 (path 1_6). There are three shift beams are summarized to one.

phase shifts visible.
The consequence of these unsatisfactory errors is to make relative measurements
which require information about the temperature, the relative humidity, the air
pressure (a constant value of 1000 hPa can be assumed) and the flow of air at a starting
time. In a period of time, in which these measurements are constant and uniform, the
effective speed of sound can be calculated by equation 2.2. With the assumption that
CL = Cerf (V = 0) and the equation

_ _ _ 3.3
Ceff—T_<—>d—Ceff'T0 (33)

0

there can be new path lengths calculated, which deletes occurring path-length and
travel-time errors. The variable d is the new path length and z, is the measured travel
time including the path-length and travel-time errors. The accuracy of the relative
measurements is, of course, only so exact like the measurements from the parallel
measurements of the temperature, the relative humidity and the air flow are.

Another problem that leads to an inaccuracy in the measurement is that there are
several phase shifts for one measurement setting (transmitting-power and trigger-
threshold). This problem is shown in figure 3.4. If there is no air flow it is possible to
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summarize the phase shifts by adding and subtracting the several phase shift beams to
one phase shift beam (Figure 3.5). If there is an air flow this procedure is impossible.

4 Results

The measurements represented here exemplarily were made in a room with no flow of
air. Figure 4.1 shows the temperature of the acoustic measurement of path 1 6
(transmitter 1 to receiver 6) and the temperature of the humitter from VAISALA,
which supplies parallel information about the temperature and the relative humidity,
versus time. The dispersion of these both measurements is nearly the same and it
seems to be possible to determine the temperature with an accuracy of 0.6°C.

12.0 12.0 -
humitter '
11.5 Jrmvemvisenr=s - travel-time measurement 11.5
11.0 fmrm e 11.0-
o o
e, w
o 1054 PURDEE
2 ™
B &
g 10.04 o 10.0
£ =
] ©
T 9.54 g 9.5
E 4
U]
9.0 — 90
8.5 T T T T T T T T T T T T T T 1 8.5 T T T T T T T T T T 1
15:36 16:48 1800 19112 20:24 21:36 22:48 24:00 8.5 9.0 9.5 10.0 10.5 11.0 1.5 12.0
time [MEZ] temperature_path_1_6 [°C]

Fig. 4.1: Temperature of path 1_6 (black  Fig. 4.2: Temperature of path 1 6 versus
points) and temperature of the temperature of path 5 2 with a linear

humitter (grey triangles) versus time. regression line (black line). The regression
coefficient is R* = 0.92.

Therefore temperature oscillations greater 0.6°C should be detectable. Figure 4.2
shows the correlation between the acoustic measurement of path 1_6 and path 5_2. It

06 shows a good correlation with a
9 regression coefficient of R* = 0.92. In a
03 room without air flow the value of vy,
0.2

01 . _ should be zero, because the travel-times

[m/s]

K oo Em— , forward and backward should be the
02 same for the same path length (Equation
o 2.5). Figure 4.3 shows such a case. The
05 flow component in the direction of the

0.6

1536 1648 1800 19412 2024 2136 2248 2400 sound ray Veay of path 1 6 1 (forward

e M= path 1 6 and backward path 6 1)
fluctuates here about maximal = 10 cm/s
around zero, which is adequately a good
result.  The  sensitivity of this

Fig. 4.3: The flow component in the direction
of the sound ray v,,, of path 1_6_1 versus
time.
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measurement method could be estimated about the dispersion to ~ 0.2 m/s.

The displayed results provided up to now were all in absence of the flow of air. If a
wind velocity greater zero exists, the phase shift beams, seen in figure 3.4, are not
distinguishable. Consequently it is not
possible to use the same procedure for
the temperature analysis (see figures 3.4
and 3.5). Thus the results for the wind
component along ray path and therefore
for the resulting wind vector are
unsatisfactory, as seen in figure 4.4.

+ travel-time measurement

‘ Anemometer

v [m/s]

¥  The figure shows a measurement in a

-1 T T T T T .-I i i i -
11:30 12:00 12:30 13:00 13:30 14:00 14:30 Wlnd Channel' A dlreCtlonaI
time [MEZ] independent thermo-anemometer was

Fig. 4.4: Wind channel measurement: black dots used to evaluate _the acoustic
show the acoustic measurement of path Measurement by comparing the results.

262 and grey triangles show the In the first minutes there were no flow
measurement of an anemometer to have a of ajr and four phase shift beams can be
comparison. The voltage values of the wind seen (see figure 4.4). After the wind
channel were constant from both 11:38 - .
13-00 and 13:00 — 14:25. channel was switched on (from 11:38 —
13:00 with a constant voltage and from
13:00 — 14:25 with a higher constant voltage) no more phase shift beams can be seen,
so it is impossible attributing the high dispersive values to values with lower
dispersion. But the right tendency of the wind vector in comparison with the
anemometer measuring can be seen. This shows that this method could work with a
satisfying accuracy if there would be no phase shifts in the travel-time detection.

5 Conclusions

As shown in chapter 4 it is possible to determine the temperature and flow component
in the direction of the sound ray v,y with a good accuracy if there is no flow of air. The
temperature T has an accuracy of 0.6°C (figure 4.1), which is in the range of the
accuracy of the humitter, and v, has an accuracy of ~ 0.2 m/s (figure 4.3). The
problems are the several phase shift beams which occur at the measurements. If the
wind velocity is greater zero the phase shift beams cannot be corrected. Therefore it
must be the aim to change the measuring instrument in such a way that the phase shifts
won’t occur any more. Where the changes in the electronic system have to follow
exactly is not sure yet, it has to be tested and investigated further. Another expansion
of the measuring equipment could be a higher temporal resolution like the display of
10 values of the travel-time per three seconds without averaging. A possible
application of this method is a flow balance measurement of incoming and outcoming
flow of gases, e.g. by windows or over areas of lysimeters. By a high temporal
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resolution of the temperature and wind field it could be also possible to solve micro-
scale turbulence in the atmosphere.
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Comparison of wind measurements between a Mini-SODAR PAQO,
a METEK-SODAR and a 99 m tower

K. Louca, A. Stadler, A. Raabe, A. Ziemann

ABSTRACT

Doppler-SODAR measurements are commonly used to derive the vertical wind
profile. One main advantage of the Mini-SODAR (from the company Remtech) is its
small size and weight and therefore it is easy to handle and set up in short time. Two
long-term measurements were operated in September and October 2009. A statistical
comparison was made between the Mini-SODAR, the tower and the DWD-SODAR
(from the company METEK) for the two measurement periods. It is presented here
that the Mini-SODAR overestimates the tower measurements and also the
measurements of the DWD-SODAR. It is also shown, that the Mini-SODAR is able to
determine the mean flow conditions in the lower boundary layer (up to 200 m).

1. INTRODUCTION

For the understanding and the research of the planetary boundary layer it is necessary
to provide a validated knowledge about the flow and stratification characteristics of the
lower atmosphere (up to 1000 m). Therefore the SODAR (SOnic Detecting And
Ranging) as an acoustic remote sensing method is a reasonable entrancement of the
conventional measurements of the wind vector with a tower. In the SODAR method,
pulses of audible sound are emitted into the atmosphere by an antenna. They get
scattered on turbulent structures in the atmosphere and the backscattered signals are
received by the same antenna (monostatic SODAR) or by a second antenna (bistatic
SODAR). Just a fraction of the emitted sound energy is detected. The SODAR
instrument allows measurements of the wind components and their standard deviation
as a function of height.

First applications of SODAR systems started in the early 1970s (Kallistratova and
Coulter, 2004) but the theoretical background about the turbulent scattering of sound
were done in the 1940s by Obukhov (1941) and Kolmogorov (1941) and in the late
1950s and the early 1960s by Kallistratova (1959 and 1961), Tatarskii (1961) and
Monin (1969). While the first SODAR gadgets just received the backscattered sound
intensity to determine the thermal stratification, the development of SODAR systems
leads to Doppler-SODAR and multi-frequency SODAR systems.
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Details of the principles and the signal analysis are given by VDI (1994) and Bradley
(2008).

SODAR systems are used for the investigation of the meso-scale and micro-scale
flows and wind systems as well as turbulent and wave-like structures under stable and
unstable conditions.

There are some intercomparisons between SODAR and tower measurements (e.g.
Reitebuch, 1999, Vogt and Thomas, 1994) or even between two SODAR systems (e.g.
Vogt and Thomas (1994)) which can be found in the literature. Some authors, e.g.
Bradley et al. (2005), were engaged with the calibration of SODAR systems and their
sources of error.

Recently, Pietschmann (2007) operates some first short test-measurements at the
boundary layer field site Falkenberg that belongs to the Meteorological Observatory
Lindenberg of the German Weather Service and concentrates on the features given by
the Remtech Mini-SODAR. The question of the performance of a long-term
measurement with the SODAR and therefore the comparison with measurements of
the tower and the DWD-SODAR is still unknown and shall be investigated here.

2. SETUP AND MEASUREMENT PRINCIPLE OF THE MINI-SODAR PAO

The Mini-SODAR PAO of the French company Remtech is a monostatic system with
an antenna size of 0.4 x 0.4 m® Because of the antenna weight of only 12 kg
(including supporting equipment) it offers a high agility and it is built up in a short
time. After the installation it is important to determine the azimuth angle a (angle
against north clockwise).

The PAO consists of a phased-array antenna with 52 loudspeakers. It features a 5-beam
system with one beam aimed vertically the other four beams are inclined with an angle
6 = 30° and their azimuth angles are 90° apart.

The signal of the PAO consists of several frequencies. During one pulse duration it
emits up to nine different frequencies between 600 Hz and 18 kHz. Thereby the most
frequent frequency is 3.5 kHz. Because of the use of several frequencies the detection
of the backscattering signal out of the background noise is much easier according to
the manufacturer Remtech.

In addition to the main system (antenna) there exists a sound protection which is lined
with an absorbing material. This sound protection, with a height of 1.60 m, reduces
fixed echoes (reflection of sound on fixed obstacles, e.g. houses or trees) and also
serves as a noise protection for the environment. The acoustic power of the PAO is
1 W and the manufacturer offers an average vertical range under typical conditions of
600 m. It operates over the power network (20 V) or with the help of batteries (12 V).
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After emitting a sound pulse, the monostatic SODAR switches into the receive mode
to detect the backscattering signal from the atmosphere. Thereby the Doppler spectrum
(it shows the spectral power against the frequency) is recorded. From this the Doppler
parameters are calculated: (i) the backscattering amplitude A, (ii) the shift in frequency
Af, and (iii) the width of the Doppler spectrum a;. The shift in frequency is the result
of the so called Doppler effect (which is just mentioned here; for more information see
Bradley, 2008 and Pierce, 1989). The radial wind velocity (v,,4) along one sound
beam can be determined with the help of the Doppler effect:

Vraa = %Alf_od- (1)
In Equation (1) c is the speed of sound, f, is the emitted frequency and Af; is the shift
in the Doppler frequency. A positive (negative) radial wind velocity means that the
scattering volume moves toward (away from) the antenna. With the help of the width
of the Doppler spectrum, it is possible to achieve the standard deviation of the radial
wind. In nature the speed of sound depends on the temperature. But in practice the
SODAR uses a constant surface value. This leads to a systematic error in determining
the radial wind velocity and the height of the backscattering volume.

3. DESCRIPTION OF MEASURING FIELD AND INSTRUMENTS

The measurements took place at the boundary layer field site (in German:
Grenzschichtmessfeld, GM) Falkenberg which is controlled by the Richard-ARmann
Observatory - Meteorological Observatory Lindenberg (RAO-MOL) of the German
Meteorological Service (in German: Deutscher Wetterdienst, DWD). The GM (Figure
1) is located 5 km to the south of the MOL near the village Falkenberg in the north-
east of Germany (52° 10’ N and 14° 07° E, 73m above sea level). It was established as
a central base point for field studies of land surface and boundary layer processes
(Neisser et al., 2002). The terrain around the GM is flat and slightly slanted from NNE
towards SSW with hight differences of less than 5 m over a distance of about 1 km.
The surrounding area of the GM is dominated by forests and agricultural fields (more
than 40% each) and the rest of the area is covered by lakes, traffic roads and villages
(Beyrich and Mengelkamp, 2006). For more information see also Neisser et al. (2002)
and Beyrich and Foken (2005).

The DWD operates a 99 m tower and a SODAR-system of the type METEK
DSDPA.90-64 on the GM. The tower is equipped with three crossarms mounted at
each level pointing towards S, W and N. The wind sensors are mounted on each of the
three crossarms at the heights of 10, 20, 40, 60, 80 and 98 m in order to ensure that
there is always at least one sensor not influenced from the structure of the tower
(Neisser et al., 2002). The SODAR-system is a monostatic phased-array antenna (like
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the Mini-SODAR PAO0) with an array aperture of 1 x 1 m?. It works with a 5-beam
system and transmits a single frequency of 1598 Hz. For more details see Engelbart et
al. (1999).

The Mini-SODAR was build up in the middle of the connecting line between the
DWD-SODAR and
the  tower  (see
Figure 1) during
two  measurement
periods. The Mini-
SODAR was
directed to the north

Energiebilanzstation|

Turbulenzkomplexe|

o e
B MmN e

TS

(¢ =0°), so that
one beam  was
vertically  directed
and two beams were

directed to the north
R how:J.Leps(Dwu.Mou. and to the west with

Figure 1: Boundary layer field site Falkenberg, modified from [Beyrich & zenith angle of
and Foken, 2005]. 6 = 30°. There
were some small trees and bushes along a country road in the northern direction. But
the distance between these obstacles and the Mini-SODAR was big enough (~ 50 m)
to avoid strong fixed echoes. During both measuring periods the sound protection of
the manufacturing company REMTECH was used.

[Bodenmessfeld i Strahlung|

The settings of the Mini-SODAR were tried to match with the settings of the DWD-
SODAR and the tower (see Table 1).

Parameter Mini- DWD- Tower
SODAR SODAR
Averaging period 10 min 15 min 10 min
Minimum height 20m 40 m 10m
Thickness of each gate 20 m 20 m 20 m
Maximum height 880 m 700 m 98 m

Table 1: Comparison of the settings between DWD-SODAR, Mini-SODAR and the tower.
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4. INTERCOMPARISON OF DATA

The Mini-SODAR was operated at the GM Falkenberg during two measurement
periods. The first period took place from the 7th September to 16th September 20009.
For a direct comparison, the SODAR and the tower data are plotted versus the time.
An example of the wind speed and direction at 100 m agl on the 14th September 2009
are given in Figures 2.

| Mini-SODAR (100 m): — - —DIR, - v; Mast (98 m): - - DIR, v ]

1 - 0 The following
90| 116 conclusions can be
g0 [ 11  drawn from the time

70 [ ._ ""H " ELY Y P series:
og 601 12 % (1) The wind speed
g 50y 7]'© g measured by both
- 407 8 2 instruments is well
5 30 _ 16 B comparable. The
200, 14 temporal behavior of
10k _‘_,-"' 2 the wind speed is
(?0:00 I 03:00 I 06:00 I 09:00 I 12:00 I 15:00 I 18:00 I 21:.00 I 24:0% Shown by bOth

time (UTC) Instruments In a

Figure 2: Comparison of wind direction (DIR) and the horizontal wind ~ similar manner. In the
velocity (v) between the Mini-SODAR (black square, grey dot) and the

tower (dark star, triangle) for the 14.09.2009 at a height of 100 m second half- of the d_ay
altitude; the averaging time was 10 min. the discrepancies

between the tower and
the Mini-SODAR become greater.

(2) The wind directions measured with both instruments are not well comparable.
Both instruments represent a similar time behavior but the tower measures wind
directions with a difference of about 10-15° compared to the Mini-SODAR. A
probably reason for this discrepancy could be due to uncertainties in the
orientation of the Mini-SODAR and the accuracy of the SODAR itself.

The scatter diagrams of the horizontal wind velocity of the tower and the SODAR data
are represented in Figures 3 for two different heights (20 m, left panel and 100 m, right
panel) over the whole first measurement period. The dashed lines of these diagrams
represent the perfect fit lines and the black lines represent the linear regression lines.
Figure 3 (left panel) clearly shows that the Mini-SODAR overestimates the wind speed
of the tower at the 20 m level. In contrast the Mini-SODAR results in Figure 3 (right
panel) underestimates the wind velocity for wind speeds less than 3 m/s and for wind
speeds more than 8 m/s. For wind speeds more than 3 m/s and less than 8 m/s the
Mini-SODAR overestimates the wind speed a little.
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Figure 4: Comparison of wind direction (DIR) and the horizontal wind
velocity (v) between Mini-SODAR (black square, diamond), DWD-
SODAR (black star, triangle) and tower (white star, white square) for
the 22.10.2009 in a height of 100 m altitude. Values of each hour and
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SODAR were
additionally available.
For a direct

comparison, the Mini-
SODAR, the DWD-
SODAR and the tower
data are plotted versus
the time. Examples of
the wind speed and
direction at 100 m agl
on the 22nd October
2009 are given in
Figure 4. Following
conclusions can be
drawn:

(1) The wind speed
measured by all three
instruments is well
comparable. The

temporal behavior of the wind speed is shown by all three instruments in a
similar manner.
(2) The wind directions measured with all three instruments are also well
comparable. But in the second half of the day the DWD-SODAR data fluctuates
a bit more then the Mini-SODAR data.
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Figure 5: Correlation between Mini-SODAR (30 m) and tower (40 m) (left panel)

and between the Mini-SODAR (90 m) and the tower (98 m) (right panel) for the period 23.09. —

29.10.2009 regarding the horizontal wind velocity.

The scatter diagrams of the horizontal wind velocity of the tower and the SODAR data
are represented in Figures 5 for two different heights (40 m and 100 m) over the whole
second measurement period. The dashed lines of these diagrams represent again the
perfect fit lines and the black lines represent the linear regression lines. It must be
stated that in Figure 5 the tower level of 40 m (98 m) agl is plotted versus the 30 m (90
m) level of the Mini-SODAR data. This is because the settings (minimum height: 30
m) of the Mini-SODAR were changed. Figure 5 (left panel) show that the data of the
lower levels of the Mini-SODAR overestimates the tower data. While the data of the
higher level (Figure 5 right panel) show an adequate agreement between the two
systems.

For the second measurement period the data sets of the horizontal wind velocity of the
three instruments were averaged for the time of 23.10. to 29.10.2009 up to an altitude

;20| = _Mast o DWD-SODAR - _WMin-SODAR| of 110 m. These three vertical

I | profiles are plotted in Figure 6.

100 - °u 4 The vertical gradients of the wind

I velocity measured by the DWD-
T | SODAR and the Mini-SODAR
S oo} o 1 are not well comparable. There
é are greater discrepancies for
" odof ‘ /'"f 1 lower altitudes and these
20; e discrepancies get less up to 100
m. But over the whole vertical

0 1 2 3 4 5 g profile the Mini-SODAR

_ _ _wind velocity [m/s] _ measures a higher wind velocity
Figure 6: Vertical profile of the horizontal wind velocity

of the Mini-SODAR, the DWD-SODAR and the tower for ~ then the DWD-SODAR. Also the
the period 23. —29.10.2009. tower measures a higher wind

velocity over the whole vertical profile then the DWD-SODAR. The wind velocity
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measured by the tower and the Mini-SODAR is in good accordance for higher
altitudes. But for lower altitudes the Mini-SODAR measures higher wind speeds then
the tower. For a statistical comparison between the three instruments see the section
about the BIAS and Tables 2 and 3.

To see how comparable the measurements of the two SODAR systems are, Figure 7
shows a plot of the vertical profiles of the wind velocity up to an altitude of 510 m.
These profiles were averaged over

550 = — Mini-SODAR DWD-SODAR|
soo | ' ' i . ' 1 the time from 23.10. to 29.10.2009.
450 | . 1 Up to an altitude of 60 m agl there
400 | '.' are little discrepancies between
_ %or . 1 these two systems. But above 60 m
ézzz _._'. { up to 200 m there is an adequate
£ 0l " 1 accordance between the two
150 | e 1 SODAR systems. In the next range
100 o 1 gate between 200 m and 450 m
52 - -"l . there is a big difference between
0 2 4 6 8 0 both systems. The reason for this is

wind velocity [m/s]

Figure 7: Vertical profile of the horizontal wind velocity not Cl_ear up to now. Furthermore
of the Mini-SODAR and the DWD-SODAR for the period there is a good accordance between

23. - 29.10.2009. both measurements for the altitudes
from 450 m up to 510 m.

The systematic deviation BIAS is calculated to compare the three different data sets.
The BIAS is the difference between the mean values of the Mini-SODAR and the
tower data and can be expressed by the Equation (2) and also the standard deviation
(Equation (4)) of BIAS the is calculated.

~

1 ~
BIAS = ZX0, (i~ X) = 7 - X @

2 1 n 13vn z
OBias = — X1 [ = X) = ZZI, (% — X))] 3)

n—1

STD = \Jo2, 6 (4)

In this Equation (2 and 3) the Mini-SODAR data are indicated by Y;, whereas X;
presents the data of the tower. The fact that this comparison is done between two
different measurement methods and each of them got his own uncertainties, the true
BIAS will not be equal zero.
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Horizontal wind [m/s] o0 1 a0 | eom | som |98 mioom
/Height
BIAS 099 | 037 | 001 | -009 20.08
STD 100 | 063 | 059 | o067 0.68

Table 2: Summary of the statistical parameter BIAS and the standard deviation for the comparison of
the horizontal windspeed [m/s] between the tower and the Mini-SODAR for the first measurement
period (08.09.-14.09.2009).

The BIAS between measurements of the tower and measurements of the Mini-SODAR
in the first period regarding the horizontal wind velocity is listed in Table 2. It is
noticeable that for heights up to 60 m the BIAS is positive which means that the Mini-
SODAR detect higher wind speeds then the tower. This is differs from the theory and
therefore some other factors must be relevant. Bradley et al. (2005) listed some
possible factors for the uncertainties in the measurements with a SODAR: (1) an
inexact horizontal orientation of the Mini-SODAR, (2) uncorrected effects of the
temperature (influence of the temperature field on the sound path through the
atmosphere) and (3) turbulent widening of the beam because of multiple scattering.
For the two higher altitudes the BIAS is negative which is consistent with the theory.
The Table 3 shows the BIAS for the comparison between the three measurement
systems for the second measurement period. There is a positive systematic deviation
for all altitudes up to 100 m. Possible reasons were already discussed. It should be
mentioned that there is a difference (Ah = 10 m) between the heights which are
compared because of a little rearrangement in the settings of the Mini-SODAR. But it
can be seen that the systematic deviation decreases with height. This could be because
of the fact that the mechanical turbulence decreases with height and therefore the
measurement over a volume with a SODAR might be more precise.

The comparison between the tower and the DWD-SODAR leads to a negative BIAS
which is consistent with the above mentioned reasons and be caused by the effect of
“overspeeding”,

Horizontal wind [m/s] / Height 20m | 40m | 60m | 80 m | 98 m/100 m
BIAS Mini-S. (Y) vs. tower (X) 0.89 | 0.57 | 0.29 | 0.24 0.23
STD - 0,83 | 0,62 | 0,45 0,46
BIAS DWD-S. (Y) vs. tower (X) - -0.36 | -0.42 | -0.35 -0.24
STD - 1,71 | 1,34 | 0,59 0,87
BIAS Mini-S. (Y) vs. DWD-S. (X) - 093 | 0.72 | 0.59 0.47
STD - 193 | 1,49 | 0,70 0,93

Table 3: Summary of the statistical parameter BIAS for the comparison between the tower, the Mini-
SODAR and the DWD-SODAR for the second measurement period (23.10.-29.10.2009).
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through to none filtering of fixed echoes or because of differences in the averaging
method.

The third comparison is provided between the Mini-SODAR and the DWD-SODAR.
The first two comparisons have shown that the Mini-SODAR overestimates the
measurements of the tower and the DWD-SODAR underestimates the tower
measurements regarding to the horizontal wind velocity. Thus a larger deviation
results between the two SODAR systems.

For the first measurement period these overestimation of the tower measurement was
only found in altitudes of 80 m and 100 m. In the altitudes of 20 m to 60 m the
SODAR measurement overestimates the wind velocity. In the second measurement
period the Mini-SODAR overestimates the tower measurement over all altitudes. The
comparison between the DWD-SODAR and the tower leads to a negative BIAS. This
implies an overestimation of the wind velocity by the tower. It is noticeable that the
BIAS between the systems decreases with height.

The systematic deviation is also calculated with regard to the wind direction. The
BIAS between the Mini-SODAR and the tower for the first period showed that the
values of the Mini-SODAR deviate from the values of the tower with an absolute
value of about 7° (in an altitude of 40 m agl) and 9.8° (in an altitude of 100 m/98 agl).
The deviation between these two instruments is for the second period half as much as
for the first period. The absolute value of about 3.5° is in an acceptable range. A
reason for the differences of both periods could be due an inexact orientation to the
north (a # 0°). It was tried that the installation in both periods was the same but it
was not possible to orientate it exactly the same.

The comparison between the tower and the DWD-SODAR leads to much better
systematic deviations then the comparison between the tower and the Mini-SODAR.
The deviation of an absolute value of less than 1° is negligible.

The third comparison for the second period was provided between the two SODAR
systems. In an altitude of 100 m the absolute value of the deviation is comparable with
the deviation between the tower and the Mini-SODAR. Just in an altitude of 40 m the
deviation is a bit greater for the comparison between the two SODAR systems than
between the tower and the Mini-SODAR.

5. CONCLUSION AND OUTLOOK

The comparisons during the first measurement period resulted in an overestimation in
the wind velocity of the Mini-SODAR in the lower altitudes up to 60 m and to an
overestimation by the tower measurements in the higher altitudes of 80 m and 100 m.
The comparison between the tower and the Mini-SODAR leads to an overestimation
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of the horizontal wind velocity by the Mini-SODAR during the second measurement
period. Possible reasons are not clear yet. The difference between the Mini-SODAR
and the DWD-SODAR is greater because the DWD-SODAR underestimated the
horizontal wind velocity compared to the tower. But the measurements of the Mini-
SODAR are quite comparable with the tower measurements for the heights from 60 m
up to 100 m (BIAS of 0.2 — 0.3 ms™). The measurement with the Mini-SODAR s in
adequate agreement with the measurement of the DWD-SODAR for a range gate from
60 m up to 200 m. The comparisons between the Mini-SODAR and the DWD-
SODAR above an altitude of 500 m are possible but the reliability of the results is
limited due to the weak data availability. The data availability amounts nearly 70 %
at a height of 330 m. Furthermore, the data availability of the Mini-SODAR decreases
distinctively for height levels above 400 m. Therefore it is not very useful to compare
these two systems above 500 m.

It is not possible to get inside of the software of the Mini-SODAR to customize the
SODAR to different environmental conditions. Nevertheless it is possible to get an
overview about the mean flow conditions for the lowest 60 m to 200 m of the
planetary boundary layer.

In further work the dependence of the data availability of the Mini-SODAR on the
stratification will be investigated. There will be also investigations about the
development of low-level jet events, the development of the stable boundary layer and
a possible connection between these two atmospheric phenomenons.
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Comparison of a Backscatter LIDAR during LICL 2009

Jorg Walter, Marlene Brickner

1 Summary

In May 2009 the European Aerosol Research Lidar Network (EARLINET) started an
intercomparison campaign took place in Leipzig, Germany. The main objective was to
compare the mobile Earlinet-LIDARs to have characteristically reference systems and
to ensure permanent qualitative Measurements. To test the LIDAR of the Leipziger
Institute for Meteorology (LIM) measurements during the comparison time periods
were performed and compared to two EARLINET — LIDARs. The main objective was
to compare the range-corrected total signal as well as backscatter and extinction
coefficients to get information of the accuracy of the system for further independent
measurements in the future. It will be shown that the ALS300 is able to achieve results
which are in agreement to other lidar systems. However the deviation to the other
Lidars depends strongly on the background radiation so that there is a smaller
deviation of the mean signal during nighttime measurements then daytime
measurements.

2 Introduction

As a relatively young remote sensing technique LIDAR (LIght Detection And
Ranging) showed its potential investigating different atmospheric components e.g.
cloud particles, aerosol or molecules as well as wind profiles (Doppler LIDAR) and
temperature profiles (Raman LIDAR). Among these applications optical properties
like extinction and backscatter coefficient can be identified for cloud particles and
aerosol. The thermodynamic phase (liquid water/ice) can also be described by
polarization lidars. With high temporal and spatial resolution as well as the possibility
of high range coverage from the ground up to 100 km LIDAR became an attractive
tool for atmospheric research. Several meteorological phenomena such as frontal
passages were studied via lidar but also the climate effect of aerosol as well as
emission rates were monitored. Therefore a verification of the results achieved by the
lidar is essential for further independent measurements.
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3  Measurements

The LIDAR used during the campaign were the Leosphere ALS300 with an additional
polarization channel. In the following there will be a short introduction to basic
LIDAR theory as well as a description of the ALS300.

3.1 LIDAR principal and equation

LIDAR is an active remote sensing technique which uses the scattering of electro-
magnetic waves in the atmosphere. The LIDAR principle is similar to RADAR with
use of a different segment of the electro-magnetic spectrum. In general most LIDAR
systems use wavelengths from UV to NIR, commonly with 355nm, 532nm and
1064nm due to limitations by laser manufacturer.

A lidar system consist of a receiving and transmitting unit. The transmitting unit
consists of a laser emitting monochromatic and coherent light. The receiving unit
consists of a telescope which collects the incoming (backscattered) light and a detector
that counts the incoming photons. Through the runtime of the laser pulse and the speed
of light the distance between the LIDAR and the scattering volume can be calculated

by

tc
zZ=—.
2
The received power from a range z for elastic backscattering at the emission
wavelength A can be described by the LIDAR equation
0(2)

— Cs(M)B(z, Dexp|2 fOZ a(z,Adr.

P(z,A) = P,

With the emitted power P,, the overlap function O(z), a height-independent constant
Cs (1), the backscatter coefficient 5(z,A) and the extinction coefficient a(z,4). The
overlap function describes the overlap between the laser beam and the receivers field
of view. Close to the LIDAR there is no overlap and the function become zero. The
height were a complete overlap is achieved and O(z) become 1 differs between a few
tens of meters to several thousands of meters depending on the lidar system. The
height-independent constant C(4) includes information about the lidar system itself as
detector efficiency and telescope size. The backscatter coefficient f(z,A) has the
dimension m~1sr~1. The exponential term describes the extinction of light by
scattering and absorption and has the dimension m~1. The coefficients for backscatter
and extinction can be split into a molecular and a particle part:
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A = Ao T Apar
and

ﬂ = ﬂmol + ﬂpar-

3.2 Leosphere ALS300

Figure 1: The ALS300 on the roof of the IfT

The Leosphere ALS300 is an elastic backscatter LIDAR with an additional channel for
detection of perpendicular light. The emitted wavelength of 355nm is achieved by a
frequency-tripled Nd:YAG laser. The emitted light pulses have an energy of 16 mJ and
a repetition rate of 20 Hz with a divergence of the laser beam of 0.25 mrad. The
telescope collecting the backscattered light has a diameter of 150 mm. Therefore a
complete overlap is achieved between 150 m and 200 m. For the acquisition of the
incoming signal both analogue-to-digital-converter and photomultiplier can be used
separately or together.
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A scanning device is also part of the setup for azimuthal and zenithal alignment of the
ALS300. The scanning device can not only be used just to angle the lidar but also for
vertical, horizontal and volume scanning. During the campaign a zenithal angle of 3°
was chosen because of the near range to the roof of the IfT.

4 Results and discussion

In May 2009 an intercomparison took place within the scope of the EARLINET
program on the Institute for Tropospheric Research (Ift) in Leipzig. Beside various
participants the LIM with the EZ Lidar ALS300 also took part in the campaign. The
aim of this comparison was to check the measuring results from the LIM lidar relating
to total signal, particle backscatter and particle extinction coefficients, so that
reasonable and independent results are possible with this device in future.

All participants have measured parallel 24-hours under different atmospheric
conditions. Afterwards the achieved results were directly compared and evaluated, so
that possible corrections could be carried out in the system setting immediately. The
main interest of the LIM lidar working group was the comparison of the uncorrected
total signal at 4 =355 nm wavelength. The minute values for the appropriate period
were averaged and depicted with a height resolution of 60 m. Whereas the LIM lidar
detects in two channels, parallel and perpendicular polarized to the plane of
polarization of the power transmitted, the total signal must be formed first. Because
the sensitivity of both channels is different, however, the addition of both components
to gain the total signal delivers no sensible results. Hence, a detection ratio ¢ that puts
both channels in relation must be determined first. This can be obtained from the
depolarization ratio 5 :

P, (R)

S(R) = .
(R) CP”(R)

This results from the ratio of perpendicularly polarized to parallel polarized
transmitted power at a distance R. The detection ratio can be determined on the
supposition that the depolarization rate amounts to 1.5% in clear air by molecular
depolarization in the suitable height area. This relation could be specified in the course
of the work to 0.02...0.04. The detection ratio makes only a small contribution to the
determination of the total signal, as well as the calculation of the particle backscatter
and extinction coefficients. The influence of this correction factor on the
depolarization profiles is of high relevance and must be examined more exactly in
future.
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Figure 2 shows the range corrected total signal in the near field for a clear sky day
profile from the 13th of May 2009.

Leipzig 1
—— Leipzig 2
—— Minchen
—LIM

height a.g. [km]
N
1

near field

I e e e e LA e e e o e e e B e S e e
10 1 2 3 4 5 6 7 8 9 10 11 12 13
Normierung:

range corrected signal [a.u.]
4200-5700 m

Figure 2: normalized range corrected total signal at 355 nm for near field on
13.05.2009 13:45-14:15 MESZ

The signals were multiplied with their respective height square ( X (R) = P(R)R?) and
normalized in an area of clear air. These are only uncorrected signals, in other words
the here necessary overlap correction is absent, which enabled a more exact
representation of the atmospheric boundary layer in the lower range.

The Raman lidar (Leipzig 1,2) receives the backscattered signals with large far range
telescopes and afterwards the transmitting photons are detected by photo counting.
This countable manner is suited particularly for measurements over large distances,
because also weak signals (single photons) can be detected. Both the Raman lidar
Munich (POLIS) and the LIM lidar use in each case a small near range telescope as
well as both countable manners in photo count and analog mode. The latter is suited
mostly for short distance measurements if intensive signals (a lot of background light)
must be detected. On account of these facts the obvious differences arise in the lower
range. In Figure 3 the matching far field up to 20 km height of this measurement is
shown.
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Figure 3: normalized range corrected total signal at 355 nm for far field on
13.05.2009 13:45-14:15 MESZ

Because there is particularly in the daytime a lot of background radiation it is difficult
to detect still single photons from the upper range. Hence, in this range there is a lot of
signal noise so that the signals connect with large error values. This is also shows the
relative deviation from mean total signal at 2 =355 nm (figure 4a, b). For better
illustration the signals were averaged in different bin-ranges to avoid data noise (see
table 1).

Additionally binned

from to bin
[m] [m] [m]

0 4000 60
4000 13000 600
13000 20000 1200

Tablel: bin-averaging 13.05.2009 13:45-14:15MESZ

In the upper part of the atmosphere the relative deviation amounts >30% (see figure
4b) based on the weak signals which leads to large fluctuations of the calculated
particle backscatter coefficients around zero. The obvious deviations of the mean total
signal arise below 2 km (see figure 4a) because the suitable overlap correction is
absent and different system configurations were used. Good agreement can be found in
the range between 2 and 10 km with values <15%. Reasonable results can be expected
from particle backscatter and particle extinction profiles in this range.
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Figure 4: relative deviation from the mean total signal at 355 nm from 13.05.2009
13:45-14:15 MESZ, (a) near field, (b) far field

Better results can be reached by nighttime if only sparsely background light exists. The
Raman channels of the other lidars can be operated only at night and achieve best
results in photo counting mode. Figure 5 shows the range corrected total signal of a
night measurement from the 25th of May 2009 where the normalization was chosen in
the range from 4 to 6 km.
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Figure 4: normalized range corrected total signal at 355 nm on 25.05.2009 21:15-
22:30 MESZ

At night or in the evening hours the atmospheric boundary layer is trained more stable.
That results the clearly increased backscatter values in the low range. Furthermore the
differences in the total signal arise below 1,5 km on account of the already mentioned
different receiver telescopes as well as the missing overlap correction. Because of the
weak background radiation the signal noise in the upper height range is clearly less
whereas the Raman lidars achieve better results as the LIM elastic backscatter lidar. In
the range between 11 and 13 km all appliances shows increased backscatter values.
The LIM lidar shows lower values in comparison to the other lidars. The cloud base or
top height of cirrus clouds can still be clearly recognized what matters in view of later
parameter setting in the evaluating algorithm. The good agreement of the signals was
also reflected in the consideration of relative deviations from the mean total signal
which is shown in figure 6. Except the lower uncorrected range (below 1,5 km) the
deviation is less than ~10%. In the range of clear air (excluding molecular
backscattering (Rayleigh scattering)) from 3 to 11 km it is ~3%, so that here the
particle backscatter coefficients can be determined later without large errors. Sensible
results are expected for the cirrus because the deviations are within the given limits of
>20% (Bosenberg et al. 2003). In contrast to the measurement during daytime (see
figure 4b), one still receives results in the upper part of the atmosphere through less
signal noise. Admittedly another bin-averaging was chosen (see table 2), the values
still stay in an acceptably limit.
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Additionally binned

from to bin
[m] [m] [m]
0 2500 60

2500 13000 240

13000 20000 1800

Table 2: bin-averaging 25.05.2009 21:15-22:30 MESZ

Starting point for a determination of the optical parameters is a reliable total signal,
because large fluctuations also affect the particle backscatter and extinction
coefficients accordingly. The intercomparison with some EARLINET members has
shown that the LIM lidar can achieve reasonable results. In spite of the different
delicacy of both channels the deviations from mean total signal remain in a suitable
limit. It will be possible to make independent measurements with the lidar in the
future. The best results were achieved during nighttime when the influence of the
background radiation is weaker and insists a good agreement of the total signal. But
also the measurements during daytime indicate that the lidar is suitable for the
observation of the lower layers of the atmosphere as well.

5. Outlook

The comparison of the LIMs ALS300 with other lidar-systems showed good
conformity especially for lower layers as well as for nighttime measurements. The
intercomparison showed also problems with the polarization channels were strong
background radiation results in non-conformities of the depolarization ratio. This is
known by Leosphere and will be solved in the first half of 2010. Afterwards there will
be a new compare of depolarization ratios with the Polly XT of the IfT. On a second
step a combination of the ALS300 with radiance detector head is planned. Beneath the
optical properties by lidar, e.g. extinction and backscatter coefficient, microphysical
properties will be retrieved for convective clouds by screening their vertical profile.
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EJECTION AND IMPACT ANGLES OF SALTATING
PARTICLES MEASURED WITH A HIGH-SPEED CAMERA

M. Raddatz, H.-J. Schonfeldt

ABSTRACT

3D and 2D trajectory data of sand grains saltating over a bed are presented from high-
speed camera measurements. They were obtained at Zingst peninsula and in laboratory
using a wind tunnel. Trajectories, calculated with a Runge-Kutta procedure, using
values of the mean wind profile and the air flow were fitted to the measured ones. The
trajectory with the lowest RMSE against the measured one was used to estimate the
grain diameter of the saltating grain. Also ejection and impact angle, ejection and
impact speed of the grain were determined. The results confirm earlier findings that
ejection angles decreases with increasing grain diameter. Ejection angles between 57°
and 27° for fine (63-200 pum) and middle (200-630 um) ejecta and between 38° and
20° for coarse grains (630-2000 um) were found. The impact angle 3 increases with
increasing grain diameter. Impact angles between 8° and 15° for fine impactors and
between 12° and 36° for middle and coarse grains were found. Additionally the ratio
between the mean ejection angle oo and mean impact angle B, which decrease with
increasing grain diameter (Rice et al., 1995), could be confirmed. The ration between
the ejection speed u, and impact speed u; was found nearly the same for all determined
grain sizes, but the grains ejected from the bed had an average speed of one order of
magnitude less than the impact speed.

1. INTRODUCTION

Desertification is a major problem connected with the global climate. Grassland
worldwide desolates into dry land or even deserts because of overgrazing, wrong
fertilization and irrigation. Also commercial logging is a problem because the lost
shading of the trees will increase evaporation of the soil. The structure of the soil gets
porous. At this stage it is easy for wind and rain to blow off and wash out surface
particles. Understanding the appearance of desertification it is crucial to conceive the
basic mechanisms of sand transport. Dust emission generated by wind erosion is by far
the largest source of aerosols which directly or indirectly influence the atmospheric
radiation balance and hence global climatic variations (Shao, 2000). The Taklimakan
desert in central Asia is extending faster than any other desert in the world. Hyper arid
climate conditions and strong winds in the eastern part of the desert accelerate the
rambling of the dunes (Laity, 2008). According to the UNCCD (United Nations
Convention to Combat Desertification) office there are 110 countries and over one
billion people threatened by desertification worldwide.
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2. EXPERIMENTAL SETUP AND METHOD

Measurements of moving particles over a surface were done by several researchers
like Willetts and Rice (1995), Anderson and Haff (1988, 1991), McEwan and Willetts
(1993) and Rioual et al. (2000). They also used high-speed cameras but they only
recorded trajectories from the grains in two dimensions. For our measurements a stand
with a special mirror, a swiveling holder with 20 white LED’s and a clamp for the
high-speed camera were constructed. This setup allows to measure trajectories in three
dimensions. Figure 1 shows the setup which was used in the measurements at the
beach on Zingst peninsula. During
the measurements the plate and the
battery were moved a little bit side
wards so that they do not disturb
the air flow. The purpose of the
experiments was to measure
trajectories from moving grains,
preferential saltating, creeping and
reptating grains under natural
" conditions. Therefore the test area

Figure 1: Setup used at the beach in Zingst, including a was not “cleaned”. On the
plate to shield the horizon, the stand with the mirror, the \yindward side of the measurement
swiveling holder with the LED’s and the high-speed .
camera. A plastic body for smoothing the air flow is fitted array there were smaller and bigger
in front of the stand. shells, some seaweed, and

footsteps from tourists and sometimes sand ripples which can trigger saltation. Before
starting recording high-speed movies the camera (SANYO Xacti 1010) had to be set
up. The time of the video sequence was set to 10 seconds with 300 frames per second.
In this mode the resolution of the video lasts 448x336 pixel. The focal point was set to
10 cm because of the dimensions of the stand. Aperture and 1SO value were adjusted
automatically. The zoom was changed to +1.5 to get an adequate acuity of the saltating
grains. With all these adjustments a square with 1x1 mm equals a square with 7x7
pixel. Knowing this the computer program was able to convert every pixel value into a
metric value. A chart including our measurement configuration was made with a CAD
(Computer Aided Design) program. The imaginary rays from the camera and the rays
from a virtual camera behind the mirror to the selected grain are shown in Figure 2.
The marked bead (red dot) and the imaginary rays (black lines) are labeled with the
expressions used in the program for calculating the position of the grain. Availing the
virtual camera it was easier to form the three equations (Eqg. 1-3) for calculating the
position of the grain.

Th - Ys * Zeam Ts- 2 Yp - T
z = T —=

(Zs * Zeam + Tb - Ys) Ys Lb Eq. 1-3
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Figure 2: CAD chart with the marked grain (red dot) and the imaginary rays (black lines) from
the camera to the grain and from a virtual camera (green dot) behind the mirror to the grain.
The green line symbolizes the x-axis, the red line the y-axis and the blue line the z-axis. The
labeled expressions were used in the program for calculating the position of the grain.

The whole geometry of the measurement array is very complex. Figure 3 illustrates a
blueprint of the light path for better demonstration of the coherence between the grain
(red dot), the camera, the mirror (blue triangle) and the virtual camera (green dot). In

Camera
A 1
3 s | 1
AEa -
V4 Ve
’ 1 1 i
7 // Mirror | 7 V. ,’ | Virtual Camera
1
] 1;/ ______ 1 Ls r\ -
Y y cam i | Upright
Projection
Plan View
V _ cam
X X Xs
X, Y Virtual Camera
Yb

Figure 3: Blueprint of the light path for better demonstration of the
coherence between the grain (red dot), the camera and the mirror (blue
triangle. It also shows the importance of the virtual camera (green dot) for

forming the equations 1-3.
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the upper part of the
picture there is an
upright  projection
of the configuration
and in the lower
part there is shown
the plan view. As
seen in Figure 1 a
plate had to be
build, to shield the
horizon and to
create a  good
contrast between the
bright saltating
grains and the
background.



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig Band 47(2010)

Figure 4 shows a typical collision and resulting trajectory of a saltating grain. This
chart also explains what is meant by a trajectory. The grain ejected by collision leaves
the surface with a speed, u, and
an ejection angle o and
approaches the bed with a speed,
Ui and an impact angle 3. Because
.| of the non smooth trajectories of
Sandy Soil the recorded grains a Runge-

Figure 4: Typical trajectory of saltating grains. The grain Kutta procedure was included in
ejected by collision leaves the bed with a speed, u., and an the evaluation program.

Zzg‘laelﬁ()x and approaches the bed with a speed, u;, and an Adjusting measured values of the

trajectory which are defective
and scattered around the correct value the Runge-Kutta procedure calculates
theoretical trajectories for 41 before given grain diameters and selects the one with the
lowest RMSE (Root Mean Square Error) comparing to the measured trajectory. The
trajectory with the lowest RMSE was then printed against the measured trajectory and
symbolizes now the smooth path of the real saltating grain, see Figure 5. This
procedure was done to all measured trajectories from the campaign as well as to the
trajectories measured in the laboratory. Additionally, the output of the RMSE for each
calculated trajectory with changed grain diameter allows an inference on the grain size
of the saltating grain.

0,05 - .
Trajectory from the 23.09.2009 at 11:07:14 a.m

0,04 -

0,03 -

E
N 0,02
0.01 — e —z measured
‘ R —»— z calculated
.;‘ e T
)
:{ .\”_\‘,?:‘:‘.
0,00 T T T T T T 1
0,00 0,01 0,02 0,03 0,04 0,05
x [m]

Figure 5: Measured trajectory (dots) and the numerically approximated
trajectory (triangle) with the lowest RMSE compared to the measured one.
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3. MEASUREMENTS AND DATA INTERPRETATION

First test measurements were done in the laboratory to evaluate the capabilities of the
3D trajectory analysis. Therefore a wind tunnel with a diameter of 0.5 m was used. A
thin layer of sand, from the beach of Zingst peninsula, was put on a table after we
installed the stand with the camera.

In September 2009 there was a campaign in Zingst at the Baltic Sea. The aim of the
campaign was to record as much data as possible at the beach under natural conditions.
More than 300 videos were recorded in these two weeks. Additional to the video
measurements of the saltating grains a wind mast with three cup anemometers, in
heights of 0.2, 1.0 and 2.0 m, was build to reconstruct the wind profile. Also an
ultrasonic anemometer (USA) was arranged at the surface to recognize the wind
direction, wind speed and also for comparing the values with the cup anemometers.
Problematic were the fast changing cloudiness from clear sky to total clouded. These
different illumination conditions are seen in Figure 6, and had effects on the visibility
of the grains in the mirror and also over the surface.

Therefore a classification was made: 1. shady surface / mirror irradiated by the sun; 2.
cloudy surface and mirror and 3 sunny surface / mirror irradiated by the sun.

Flgure 6 leferent |IIum|nat|0n conditions at the beach of Zingst. (1) shady surface [ mirror
irradiated by the sun; (2) cloudy surface and mirror; (3) sunny surface / mirror irradiated by the sun.

The best and rich in contrast movies were recorded when the sun was at the zenith and
the whole surface was well illuminated (3) and therefore all edges got very sharp even
the grains. Also good movies were logged when the sky was totally clouded and the
surface got shady (2).
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4. RESULTS

For evaluation 100 representative trajectories were selected. Ejection angles typically
decrease with increasing grain diameter. The results show ejection angles between 57°
and 27° for fine (63-200 pum) and middle (200-630 um) ejecta and between 38° and
20° for coarse grains (630-2000 um). The impact angle B increases with increasing
grain diameter. Impact angles between 8° and 15° for fine impactors and between 12°
and 36° for middle and coarse grains were found. Mean values of the ejection and
impact angle, for all 100 trajectories, are shown in Figure 7. The values for grain sizes
over 500 um had to be handled with care, because there was only one trajectory
recorded for each grain size. Therefore, significant information could only be made for
smaller grain diameter. Figure 8 shows the mean ejection and impact angle for grain
sizes between 140 and 280 pum.

70 70

1 4 Ejection Angle 4 Ejection Angle I
60 + Impact Angle 50 4 * |mpact Angle
50 ‘ y 50 + ‘ A
~_  aa “a

w0l _ w0 DN

s ry X
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20 4 20 - LI
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0 T T T T T —T— 0 T T T T T —T—T
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Grain diameter [um] Grain diameter [pm]

Figure 7: Mean values of the ejection and Figure 8: Mean values of the ejection and
impact angle, for all 100 trajectories. To both impact angle for grain sizes from 140-280
series, a logarithmic regression was fitted. A pum. To both series, a logarithmic regression
decreasing trend for the mean ejection angle was fitted. The decreasing trend for the mean
(triangle) with increasing grain diameter is gjection angle (triangle) with increasing grain
apparent in the plotted data. The mean impact diameter is more significant than in Figure 7.
angle (dots) increase with increasing grain Also for the mean impact angle, the
diameter. increasing trend with increasing grain

diameter is even better than in Figure 7.

The mean ejection angle over all 100 evaluated trajectories was 41.7° and the mean
impact angle was 15.15°. Additionally the ratio between the mean ejection angle o and
mean impact angle B, which decrease with increasing grain diameter (Rice et al.,
1995), could be confirmed. Figure 9 shows the ratio between the mean ejection angles
and the mean impact angles of the 100 selected trajectories. The decreasing trend of
the ratio is perceptible.

138



Wiss. Mitteil. Inst. f. Meteorol. Univ. Leipzig

Alpha / Beta

S
|
*

N
|

¢ Alpha/ Beta ]

R?= 88,16

T J T " T L L |
200 400 600 800 1000

Grain diameter [um]

Band 47(2010)

The results for ejection and impact
speed of the saltating grains could
be summarized as follows.
Nalpanis et al. (1993) found
values between 1.6 — 2.0 for the
ratio u; / U . Rice et al. (1995)
confirmed also these results but
they changed the ratio to u./ u;and
got values of 0.5 — 0.6. These
results could not be confirmed.
The ration between the mean
ejection speed u. and the mean
impact speed u; was found nearly

Figure 9: The ratio between the mean ejection angle
and the mean impact angle decreases with increasing
grain diameter. An exponential regression was fitted to

the same for all determined grain
sizes. The grains ejected from the
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Figure 10: Mean ejection and mean impact speed for
grain sizes from 110-400 um. The grains ejected from
the bed had an average speed of one order of
magnitude less than the impact speed.

bed had an average speed of one
order of magnitude less than the
impact speed. Also Beladjine et al.
(2007) found this coherence,
whereby the mean ejection speed
is one order of magnitude less than
the mean impact speed. Figure 10
shows the mean ejection and mean
Impact speed for grain sizes from
110-400 pm. The shortage of data
for bigger grain sizes leads to no
significant results. Also values for
saltation length and saltation
height were only available for
smaller grain sizes. Values of the
mean saltation length and mean
saltation height for bigger grain
sizes (>400 um) in Figure 11 were

only shown for the sake of completeness. For grain sizes between 110 and 400 pm the
mean saltation height is one order of magnitude less than the mean saltation length.
Looking at the saltation height as a function of the saltation length, a linear coherence
was found. This means that, if the grain has jumped far the higher it has been flown,
see Figure 12 (left). The mean saltation length of the 100 evaluated grains was 1.99
cm. On the contrary the mean saltation height was 2.4 mm. In Figure 12 (right), a 3D
trajectory from the evaluation could be seen.
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Figure 11: Mean saltation length and mean saltation height for all 100 evaluated grains. For grain
sizes between 110 and 400 um the mean saltation height is one order of magnitude less than the mean

saltation length.
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Figure 12: Left:The saltation height as a function of the saltation length. A linear regression was fitted
to the serie. The farer the grain has been jumped the higher it has been flown. Right: A 3D trajectory,
of a saltating grain, measured at Zingst peninsula. The black arrowhead symbolizes the mean wind
direction. The flange of the mirror is parallel to the x-Axis.
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5. CONCLUSION

With a new measurement setup, including a high-speed camera and a mirror plate,
trajectories of saltating grains were characterized in 2D and 3D under natural and
laboratory conditions. The trajectories were used to determine the ejection and impact
angle, the ejection and impact speed as well as the saltation length and height of
saltating grains. Also their size could have been calculated. The revealed results show,
that high-speed film measurements in 3D are comparable to 2D measurements with
high-speed photography presented in literature. The main striking results, obtained
with the new system, can be summarized as follows.

e Ejection angles decrease with increasing grain diameter. They vary between
57° and 27° for fine and middle grains and between 38° and 20° for coarse
grains. The mean ejection angle for all 100 evaluated trajectories was found
with 41.7°.

e The impact angle increases with increasing grain diameter. Impact angles vary
between 8° and 15° for fine grains and from 12 to 36° for middle and coarse
grains. The mean impact angle for all 100 evaluated trajectories was found
with 15.15°,

e Additionally the ratio between the mean ejection angle o and mean impact
angle B, which decrease with increasing grain diameter (Rice et al., 1995),
could be confirmed.

e The ration between the ejection speed u. and impact speed u; was found nearly
the same for all determined grain sizes, but the grains ejected from the bed had
an average speed of one order of magnitude less than the impact speed, which
confirm the findings of Beladjine et al. (2007).

e The Runge-Kutta procedure is a good way to simulate the trajectory of the
grain by using real measured values of the mean wind speed and fitting them
to the measured trajectory of the saltating grain.

e With the calculated RMSE for each simulated grain diameter of a trajectory,
picking the grain diameter with the lowest RMSE compared to the measured
grain, it is possible to determine the diameter of the measured saltating grain.

The first measurements with the new camera system presented here, indicate the
potential of 3D trajectory analysis. However, further effort has to put into the system
to improve the estimation of the grain diameter and the calculation of the RMSE with
reference to the trajectory.
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Summary. Beach cusps, formed during a storm are obsefVed. storm acted for
three hours together with high water conditionseSéhbeach cusps exhibited a quasi-
uniform wavelength of 8 m. The measured topogragdtsr the storm, the calculated
drift velocity of the incident wave and the synaioas edge wave are similar in scale
and shape. The over one wavelength measured gmnissalso correlated to the
topography.

A nonlinear hydro-numerical model is used to inMgzde the reaction of edge waves
on alongshore change in bottom topography. Edgeesvave greatly amplified over
beach cusps. The relative amplification of edgeesaan beach cusps is more than 17
times that without a change in longshore topograpimgplification is slightly greater
for edge waves travelling in the same directiorthas longshore current during the
storm.

An almost random positioning of sediment starteedback loop, which allows edge
waves to grow and build short periodic cusps.

Keywords: beach cusps, edge waves Baltic Sea, ®Ge@uast, Zingst peninsula
Introduction

The coastal profile can vary considerably over ary@ even during a single storm
event. Longshore bars can be formed and existingdzan be shifted or destroyed. The
problem of sediment transport modelling is notg@npletely solved - particularly the
resulting direction of sediment transport outside tsurf zone and the detailed
morphology of the bars, which must be investigaiede thoroughly. The wave theory
with an onshore/offshore sediment-transport modggjests that the undertow gives an
offshore-directed transport in the surf zone arad the transport outside the surf zone
iIs weak, with a tendency to be in the onshore doec This means that a longshore
bar will tend to form on a constant-slope profiteaaresult of the cross-shore transport
(Fredsge and Deigaard, 1992). However these baraning offshore continuously
and are not stable. Schonfeldt (1989, 1991) coctgtduan onshore/offshore sediment-
transport model on the basis of edge waves. Inniadel, the bars move toward the
beach. It seems that in nature both wave procé¢skegpart.

In principle, numerical models include edge wa\ms, excitation is only possible in
non-linear models. On the other hand, the boundanditions are simple only for
standing edge waves. For effective excitation @eedaves, the alongshore extension
of the model must be big enough that excitation disdipation can reach equilibrium.
On the cross-shore boundaries, these waves leavadbel. An inject of these waves
on the opposite boundary is possible only wherecthee identical depth profiles of at
least 1.5 wave length on the cross-shore boundasiegll as other restrictions.
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At beaches with bars, edge waves may be trappibe &bcation of the bar, their cross-
shore shapes strongly amplified relative to thémreline values (Kirby et al. 1981,
Schonfeldt, 1991, Bryaand Bowen, 1996, 1998), with the strongest amplification
occurring at incident-wave frequencies. The tragpii edge waves on near shore
wave-guides, such as bars and longshore curreagshden presented as a mechanism
for the growth, movement, or even formation of Isingre bars (Schonfeldt, 1989,
1991, 1995; Howd et al.,1992; Bryan and Bowen, 19968).

Of particular interest have been shoreline featuhes show a regular longshore
periodicity down the beach, variously described@ach cusps, sand waves, rhythmic
topography, or grain cusps (Hom-ma and Sonu, 18@&8an et al., 1974; Guza and
Inman, 1975; Komar, 1981). Beach cusps are crascehoreline features, concave
seaward, that are characterised by a quasi-unik@ngshore wavelength ranging from
less than 3 m to at least 30 m (Dolan et al., 19C4p formation is usually rapid,
requiring only a few hours (Miller et al., 1989).

Holman and Bowen (1982) show how a variety of raglongshore patterns may be
generated by two edge waves of the same frequendy different mode.
Superimposition of incident waves on edge waves géserates longshore periodicity
in drift velocity (Sallenger, 1979, Schwarzer, 1289

There is a second explanation of beach cusps famahe self-organisation theory
using more advanced computer simulations (Werner ink, 1993, Coco et al.,
1999). There is a positive feedback in areas vaitel relief and a negative feedback
will decrease the amount of net erosion and ddpasitithin a well formed cusp. The
feedback between the morphology of the beach amdldtv of the water creates relief
patterns. Almar et al. (2008) were unable to casiekly refute any of the mechanisms
causing beach cusp formation since both existimprips, standing edge wave and
self-organization, can predict the trend in theeobsd beach cusp spacing. We will
show that in the presented case the beach cusp gnaolwspacing is a result of
superposition of incident wave and synchronous edlgee and that the so formed
topography will starts a feedback loop, which adoedge waves to grow and build
short periodic cusps.

Location of study

Measurements of wave characteristics, water e, the topography after a storm
were carried out in the western part of the Bah#a on the Zingst peninsula. On the
measuring point there is a negligible tide of 0.1Time coast of the Zingst peninsula is
a straight sandy coast, 18 km long and east-westtated. The measuring point of the
University of Leipzig is situated in the centretbis. The coast is protected by arrayed
groins, approximately 100-150 m apart.

Storm characteristics

On January 25th to 26th 1993 the mean wind velweity for a relatively short time of
6 hours 17 m/s from NW. The storm caused for atdhoe a water-level rise of 1.17

m above mean water level (see Figure 1). Duringtime, the waves increased up to a
significant wave height of §=1.5 m measured 100 m from the coastline at ehdwfpt
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Fig. 2 Dimensionless frequency spectra; waves niedgo a depth of 3.5 m, 100 m from the
coastline.

3.5 m (mean water level). The wave frequency ofsigaificant waves moves from a
typical value for the Baltic of 0.25 Hz to 0.16 ldmd quickly increases to the same
value of 0.25 Hz (see Figure 2). Due to these walusanditions the waves act only for
3 hours on the foreshore and this region was nehvever for many days after the
storm and the topography was defended for erosion.

Methodology
After the storm, asymmetric beach cusps were formiéd a quasi-uniform longshore
wavelength of 8 m, which was measured over 10 ctrgps cusps top to cusps top.

We studied the topography in detail in a 10 m x Seution normal to the coast. The
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topography in the dry fallen foreshore cups regias measured on a raster of 1 m
alongshore and 0.5 m cross-shore over one beaphwaiselength. This measured and
for numerical study extrapolated topography is shawFigure 3.
The basic data set for this study are measurenoénig waves at a depth of 3.5 m for
7 minutes every 6 hours; 2) water level every hoamgd 3) continuous wind
measurements. The sampling interval for waves2ss@c with a vertical resolution of
3 cm. Power spectra were calculated from the wata dnd are shown in Figure 3.
The wave spectra during high water were put imibvelinear wave model BOWAM2
of the University of Hanover (Schroter, 1991). Theeasured topography was
interpolated on a grid of 0.5 m x 0.5 m and thenhipto the model. The model has 96
cross-shore and 92 longshore grid points. The benyncbnditions are open on the sea
side of the model and vary from closed (sea side)pen (shoreline) on the cross-
shore boundaries. These boundary conditions giee pbssibility for edge-wave
excitation of up to 40 meters in wavelength in tive longshore directions. We have
the results from two runs 1) with the measured gogphy and 2) similar to 1) but with
an average of the topography over all grid poifdaagshore. To obtain the edge-wave
energy, a Fourier longshore wavelength spectrum emagloyed, where the infinite

wavelength { — ) represents the incoming wave.
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Fig. 3 The topography examined by the numericalehB®OWAM2. Shown also in the
picture is the grain size of an area of 8x12 mhirlwg,(mm). This area is duplicated. The
grain-size results are not discussed in the text.

Let x andy be distance from the shore and distance alongstespectively. The time
is denoted byt. We examined numerically the edge-wave dispersitation and the
edge-wave amplitude on the topography, which isstimae as in numerical run 2), that
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is variable in the cross-shore directwmut constant in the longshore directigrby
assuming that the cross-shore velocitghe longshore velocity, and the sea-surface
elevations; are wave-like in the longshore direction

nx,y, 9 =n (x)e® (1)
wherek and g are the longshore radian wave number and wave drexy respectively
and °(x) the edge wave amplitude on a barred topograyRky For a flat beach

n (x)~L,(x) where L,(X) denote the Laguerre Polynomals. Substituting dhyl

analogous equations farandv into the irrotational, inviscid shallow water etjoas
of momentum and continuity gives

hn’ . k?gh
|:g IZX:| +n (1— gzjzo’ (2)

g g

the classic edge-wave differential equation, whierss the water depthg is the
gravitational acceleration, and subscripts indicdierentiation. The differential
equation (2) can be solved numerically by a Rungéaalgorithm starting with the
boundary conditionbu=0 atx=0 and the requirement- O forx — c (Holmanand
Bowen, 1979)For a given frequency, there is a set of edge waves of different modal
numbera: (wheren=0, 1, 2, ...) with the longshore radian wave nunkhe

Results

The topography of the beach after a storm is showkigure 3 and 4b. Periodic
erosions (and/or accretional processes) are sethe iswash zone after the storm. The
topography has a quasi-uniform longshore waveleafhm. The beach was uniform
in slope from the dune to the swash zone beforsttiven of January 25th — 26th 1993.
With the measured topography we examined the digperelation on the edge wave
wavelength of 8 m. First we used Eg. (2) and thasueed topography averaged in
longshore direction as described above. The mode-selge wave frequency
belonging to the wavelengthy = 8 m is 0.16 Hz. That is the same frequency as the
measured significant incident wave frequency orhhigater. These incident waves
acted only for 3 hours on the foreshore.

Equation (2) gives a solution for constant beadtiileralongshore. Schénfeldt (1995)
showed that edge waves can be trapped on barsmagshlore currents. On bars and
currents trapped edge waves have here the maxirhammlitude contrary to edge
waves on planar beaches with uniform slope. Theseie tested the influence of the
alongshore not uniform cusps profile on the edgeesan a non-linear two-
dimensional wave model BOWAM2. On the sea side sexluhe wave spectra during
high water as boundary conditions and the two-dsimeral sea-bed topography in the
two cases: 1) the topography measured after sthrsthigh water level and 2) similar
to 1) but with averaging in longshore directiontekfFourier transformation of the
calculated time series in space we get the longshavelength spectrum. We
calculated the edge-wave amplitude for the waveleatf = 8 m in the two cases.
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Fig. 4a Measured topography. Since high resolubpography data fail for understanding we
have it duplicated alongshore.
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Fig. 4b The norm of the superimposition velocitytleé incoming wave with an amplitude of
1.0 and the synchronous mode-zero edge wave ruriringwest to east (to the right when
one look to the sea) with an amplitude of 0.2 withnstant phase-coupling between this
waves.

The ratio of amplitudey/a, and the edge wave frequency are present in Figurais
ratio of amplitude is an average in cross-shorection of all spectral elements with a
wavelength oft = 8 m, but the highest amplitudes were found Syayafrom the coast
at the top of the cusps during high water. In agwe® with Eq. (2) this is the region of
mode-zero edge waves. In the model run with thesored two-dimensional sea-bed
topography, the amplitudes were up to 18 timestgrahan in the case 2). We have a
slight asymmetry in the amplitude ratio. The wamasning from the left to the right
are something preferentially forced. This is au@hce of the topography only. Note,
the incident waves running normal towards the coashe model. The higher edge-
wave modes are also amplified but not so much. Weroinfluence of the sea-bed
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topography is an asymmetry in edge wave frequeedge waves running from the
right to left are less intense forced and havewetdrequency. Equation (2) and the
model runs do not give the same edge-wave dispersiation (see Fig. 5), Equation
(2) gives the free wave solution and the modelgihe equilibrium solution forced by
wave braking and damped down by friction.

1z [ —— to the right
=== to the left

al/az2

0.00 0.05 0.10 0.15 0.20 0.25 0.30 0.35 0.40 0.45

£f [Hz]

Fig. 5 The ratio of the edge-wave elevatimwith an 8 m wavelength on a rhythmic
alongshore sea-bottom topography (Fig. 4a) to dge-evave elevatioa, on the same sea-
bed profile but with a mean over all longshore grants.

The directions denote the propagation of the edamees/when you look to the sea. The
elevations were determined by the numerical mo@NAM?2.

The incident wave amplitude can be calculate amaisdo the edge wave by Eq. (2)
with k = 0 (wave number in lonshore direction). This ckltian gives the amplitudes
for a standing wave on variable topography in cgigse direction. As a result, the
amplitudes for an incoming wave can be reconstduet® envelope of the standing
wave amplitude (Bessel function on uniform slope).

The cross-shore velocityand the longshore velocityof the synchronous mode-zero
edge wave and the incoming wave are calculatechéyshallow water equations of
momentum and continuity with the edge wave ampéitydcalculated by Eq. (2). The
two componentsi andv of superimposition of an incoming wave and thechyanous
mode-zero edge wave running from west to east (ftbenleft to the right when
looking seaward) was calculated with constant-plameling between these waves
and without wave breaking. In principle these restms do not disturb the result and
conclusions. The norm of resulting velocityandv of a superimposition of incoming
wave with the arbitrary amplitude of 1.0 and thectyonous mode-zero edge wave
with amplitude of 0.2 of the incident wave is showrFigure 4b. This picture can only
exist if phase-coupling between the waves occurshé occurrence of every incident
wave crest, synchronous edge waves will cause gshmre spacing of wave-height
maximums equal to one synchronous edge-wave waybléBowenandinman,1969,
Sallenger,1979, Schwarzer1989). Evidence for phase-coupling between edgeswav
modes is given by Huntley (1988). Figure 4a andbék similar.
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Discussion

.If @ beach were exposed to waves having an exagttymetrical, orbital velocity, all
the sediment would slide down the slope and owgem The existence of the beach
depends on small departures from symmetry in thecitg field balancing this
tendency for gravity to move material offshore” (B, 1980). Alongshore departure
from symmetry in the velocity field will be prodwteby the superimposition of
incident wave and mode zero edge wave (Fig.4b)s Buiperimposition has the
structure of a standing wave where the nodes oflstg wave are replaced by minima
of the drift velocity. Suspended load tends to auglate at these minima. We have a
positive feedback from the morphology to initiaigedwvaves. The periodic crests and
troughs in a line at a distance of 5m from the té@se waves are formed during the
wave run-up. The mode-zero edge wave has the gteadetation probability.

The initial topography has no structure. At theibemg the mode-zero edge wave are
excited without resonance, the amplitudes will bealé If we have in one place a
random structure that agrees with the edge-wavelagth, then phase-coupling and
the positive feedback begin. The periodicity in @ae+induced current (incident wave
and edge wave) causes a periodicity in sedimenspi@t. The resulting topography
has a positive feedback on edge waves, and sohos.iflitial event will spread over
the entire coastline. The initial process can begirseveral locations at the same time.
To the extent that the sea-bed topography changem flongshore constant to
rhythmic, the energy of edge waves causes thescaesttroughs to rise.

Standing sub harmonic edge waves can also caubkgttamic topography. The sub
harmonic edge wave with the peak frequency of taeenspectrum has a wave length
of 16 m, and the superimposition of two waves rognin opposite directions
extinguish and reinforce themselves with a spa@h@ m. But the resulting drift
velocity of superimposition is strongly symmetricahd not asymmetrical like the
measured topography (cf. Fig. 4a).

Huntley and Bowen (1975) observed shoreline beadps and noted an apparent
correspondence between the spacing of cusps foutiteifield and that due to n = 0
synchronous edge waves. Figure 4a (measured tqggogrand 4b (superimposed drift
velocity) are similar but not mirror-image exactinés of equal phase of the
superimposed wave are not perpendicular to theeshor

It has been shown both theoretically (Bowen and &uA78) and in field data
(Oltman-Shay and Guza, 1987; Oltman-Shay et%9;1 Bryan and Boweri,998)
that, under obliquely incident wave conditions, @dgaves may be preferentially
forced in the same direction as the forcing of Kimaye current. The incoming waves
(wave direction NW in deep water) will preferenaforce edge waves in the
direction from west to east. Note that the numéncadel also preferentially forces
edge waves running to the right (Fig. 5) thoughhaee deliberately chosen a wave
direction perpendicular to the coast. We have twasons for excitation of
synchronous edge waves running from west to eefttd right): the wave direction
NW (coast line west east the sea in north direttaord the preferentially forcing of
edge waves by the cusps profile even if the wameupuis perpendicular to the coast.
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Conclusions

There are two theories with any real credibilitytasvhy beach cusps are formed, the
standing edge wave theory and the self-organisatieory. The latter discuss that
positive feedback between the morphology of thecheand the flow of the water
creates relief patterns. The problem of this thé®ithat this method of cusp formation
would take time and if one observes their formatitben one would see a number of
random cusps form along the beach, which then glsptead along the shore as they
even out in size, with small cusps joining togethed larger cusps being separated in
two. But in the field, cusps form a regular pattahmost instantly and they all appear
at the same time.

Our results suppose that for unsymmetrical beasp<(periodic but not mirror-image
exact) both of the two theories must be taken @&tmount. One or more of the number
of random cusps will be suitable for resonant etich of edge wave and phase-
coupling between edge-wave and incident wave. ilmrttanner the here starting edge
wave affect the neighbouring random cusps and kitiege in “phase”. The missing
link in the self-organisation theory are the edga/@s. We can not say that this causal
chain act in any case of beach cusps generation.oWe have this hints for
asymmetric periodic but not mirror-image exact lheaasps.

Acknowledgements: The research for this paper was funded by the Bsmchister
fur Forschung und Technologie under the PromotMumber 03F0072A. The
responsibility for its contents lies solely witrethuthor.
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Jahresbericht des Instituts fir Meteorologie der Universitat Leipzig 2009

Direktor Prof. Dr. W. Metz
Prof. Dr. M. Wendisch (ab 01.09.09)

1. Bearbeitete Forschungsprojekte
AG Atmospharische Strahlung

Hubschraubergetragene Strahlungsmessungen zur Bestimmung des Einflusses
von Wolkeninhomogenitaten tropischer Grenzschichtbewdlkung auf die
Strahlungsbilanz

Helicopter-borne radiation measurements to investigate the influence of cloud
heterogeneities of tropical boundary layer clouds on radiative budget

F. Henrich  (f.henrich@uni-leipzig.de), M. Wendisch (m.wendisch@uni-leipzig.de)
H. Siebert  (siebert@tropos.de)

Die Vernachlassigung von horizontalen Wolkeninhomogenitaten in Modellen zur
Berechnung der solaren Strahlungsbilanz von Wolken kann zu erheblichen
Diskrepanzen zwischen Modellergebnissen und Messungen fuhren. In
Zusammenarbeit mit dem Leibniz-Institut far Tropospharenforschung wird der
Einfluss von Inhomogenitatseffekten von tiefer Cumulusbewdlkung in den Tropen
auf den Strahlungshaushalt untersucht. Hierfir wird ein neues, kompaktes
Messsystem flr spektrale Strahlungsmessungen gebaut, welches zusammen mit
einer Messplatform  far  Aerosol-, Turbulenz- und Mikrophysikalischen
Wolkenparametern (ACTOS) erstmals die gleichzeitige Beobachtung von
Wolkenmikrophysikischen und StrahlungsgréBen ermdglichen wird. Hierflr wird ein
Hubschrauber als Instrumententrager genutzt. Ergédnzend sollen dreidimensionale
Rechnungen mit einem Strahlungstransfermodell zur Interpretation der Messungen
durchgefihrt werden.

Das Messgebiet (Barbedos) bietet aufgrund seiner Lage zusatzlich die Mdéglichkeit
der Untersuchung von anthropogenen Einflissen auf den atmospharischen
Strahlungstransfer und die Beeinflussung des solaren Strahlungshaushaltes durch
Feuchtigkeits-Halos.

Weiterflhrung: ja

Finanzierung: Uni Leipzig

AG Atmospharische Strahlung

Raumliche Verteilung von Eis- und Flissigwasser in Arktischen
Mischphasenwolken und deren Einfluss auf Energiehaushalt und Fernerkundung
Spatial distribution of ice and liquid water in Arctic mixed-phase clouds and its impact on
energy budget and remote sensing

A. Ehrlich  (a.ehrlich@uni-leipzig.de), E. Bierwirth (e-bierwirth@uni-leipzig.de)

M. Wendisch (m.wendisch@uni-leipzig.de)
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Mischphasenwolken mit nebeneinander existierendem flissigem Wasser- und
Eisanteil, treten haufig in arktischen Regionen auf. Sie kénnen theoretisch in einem
Temperaturbereich zwischen -40°C und 0°C Uber langere Zeit hinweg stabil
existieren. Wie bekannt ist unterscheiden sich die optischen Eigenschaften von
reinen Wasser- und Eiswolken und damit auch ihr Einfluss auf die solare Strahlung.
Zur Untersuchung der horizontalen Verteilung von Eis- und Flissigwasser und
deren Einfluss auf den Strahlungstransport wird dieses Projekt in Zusammenarbeit
mit dem Alfred Wegener Institut far Polar- und Meeresforschung (AWI),
Bremerhaven durchgefihrt.

Kern des Projektes ist die internationale Messkampagne ,Solar Radiation and
Phase Disrcimination of Arctic Clouds® (SORPIC), bei der spektrale solare
Strahlungsmessungen an Bord des POLAR 5 Forschungsflugzeuges des AWI
durchgefihrt werden.

Zur Vorbereitung der Messkampagne wurde die Lagestabilisierung des SMART-
Albedometer Uberarbeitet. Ein neues Inertialsystem zur verbesserten Messung der
Flugzeuglagewinkel wurde in die Lagestabilisierung integriert. Erste Bodentests
wurden  bereits  durchgefihrt.  Weiterhin ~ wurde  die  flugtechnische
Kampagnenzulassung der POLAR 5 vorbereitet. Dazu fand im Oktober 2009 ein
erster Testeinbau aller fir die Kampagne benétigter Messgerate am Flugzeug statt.
Weiterhin wurde das wahrend der Messkampagne eingesetzte Kamerasystem
AisaEAGLE des AWI in Zusammenarbeit mit dem LIM in unserem Strahlungslabor
kalibriert.

Weiterfihrung: ja

Finanzierung: DFG WE 1900/17-1

AG Atmospharische Strahlung

Einfluss von SAHARA-Staubschichten und Biomasseverbrennungsprodukte auf
den atmospharischen Strahlungsantrieb
Influence of Saharan dust layers and biomass burning on atmospheric radiative forcing

S. Bauer (mail@bauerstefan.com), M. Wendisch (m.wendisch@uni-leipzig.de)
B. Heinold (heinold@mail.tropos.de), |I. Tegen (itegen@tropos.de)
A. Torge (atorge@ifm-geomar.de), A. Macke (macke@tropos.de)

Das Projekt untersucht den Einfluss von Saharastaub und
Biomasseverbrennungsprodukte auf den atmospharischen Strahlungshaushalt.
Dafir stehen flugzeuggetragene und bodengebundene Messungen von solaren
Radianzen und Irradianzen wahrend der Kampagne SAMUM 2 (Saharan Mineral
Dust Experiment) auf den Kap Verden im Januar/Februar 2008 zur Verfigung. Somit
wurden Strahlungsmessungen unter und Uber Staub- und Biomasseschichten
durchgefuhrt. Die gesammelten Daten werden unter Zuhilfenahme von
eindimensionalen Strahlungstransfersimulationen auf  AbkUhlungs- und
Erwarmungseffekte solarer Strahlung in Staub- und Biomasseschichten untersucht.
Die gemessenen aufwartsgerichteten Radianzen Uber Staubschichten werden
zudem mit Messungen des Meteosat-Second-Generation-Satelliten (MSG)
verglichen. Unter Annahme von isotroper atmospharischer Strahlung kénnen
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Irradianzen aus MSG-Radianzen abgeleitet und mit den gemessenen Irradianzen auf
dem Flugzeug verglichen werden.

Weiterhin werden Ergebnisse aus Staubtransportmodelle, die im Zuge von SAMUM
1 im Jahr 2006 entwickelt wurde, mit den gemessenen Irradianzen verifiziert.

Weiterfihrung: ja

Finanzierung: DFG WE 1900/15-1

AG Atmospharische Strahlung

Bestimmung optischer und mikrophysikalischer Wolkeneigenschaften im
Vertikalprofil mittels bodengebundener Fernerkundung

Measurements of vertical profiles of optical and microphysical cloud properties by means
of surface-based remote sensing

J. Walter (jwalter@uni-leipzig.de), M. Briickner  (mbrueck@rz.uni-leipzig.de)
A. Raabe (raabe@uni-leipzig.de), M. Wendisch (m.wendisch@uni-leipzig.de)

Mittels Kombination eines einfachen Rlckstreulidars mit Radianzmesskdpfen sollen
Vertikalprofile von sowohl mikrophysikalischen als auch optischen Eigenschaften n
konvektiver Bewdlkung untersucht werden. Hierzu wurde das LIDAR in einem
ersten Schritt wahrend einer EARLINET-Messkampagne im Mai 2009 mit anderen
LIDAR-Systemen verglichen. In einem zweiten Schritt wird ein Radianzmesskopf
zusatzlich im LIDAR implementiert. Neben der Bestimmung optischer
Wolkeneigenschaften soll mit Hilfe des LIDAR die thermodynamische Phase der
Wolkentropfen bestimmt und mit den Ergebnissen der Bestimmung der
thermodynamischen Phase mittels Radianzmessungen verglichen werden. Die
Radianzmessungen werden weiterhin zur Bestimmung des effektiven
Wolkentropfenradius verwendet. Die gewonnenen Ergebnisse sollen anschlieBend
mit dreidimensionalen Strahlungstransportmodellrechnungen verglichen werden.

AG Allgemeine Meteorologie

Megacities - Hochaufgeldste spektrale Albedo-Karten von Megastadten und ihre
Anwendung in Aerosol-Satelliten Datengewinnung

Megacities - High-resolution spectral albedo maps of megacities and its application in
aerosol retrievals from satellite data

B. Mey (b.mey@uni-leipzig.de) , M. Wendisch (m.wendisch@uni-leipzig.de)
H. Jahn (heiko.jahn@uni-bielefeld.de) ,A. Kramer (alexander.kraemer@uni-
bielefeld.de) , Chen Xingfeng (chenxf@irsa.ac.cn) , Yu Tao (yutao@irsa.ac.cn)
Gu Xingfa  (guxingfa@irsa.ac.cn)

Megastadte sind eines der gréBten Quellgebiete anthropogenen Aerosols. Sie
fungieren daher als Punktquellen fir Aerosole im globalen Kontext und beeinflussen
lokal die Gesundheit der Menschen. Daher ist es wichtig den Aerosolgehalt der
Atmosphére in Megastadt-Regionen mdglichst genau zu bestimmen. In Regionen
ohne dichtes Messnetz fir Spurenstoffe, ist die Satelliten-Fernerkundung ein
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geeignetes Mittel, um Spurenstoffe regelmaBig zu messen. Zur Ableitung der
Aerosoloptischen Dicke aus Satellitendaten muss das empfangene Signal der
reflektierten Strahlung in einen atmospharischen Anteil und den Bodenanteil getrennt
werden. Der Bodenanteil ist durch die Boden-Albedo oder —Reflektivitat gegeben,
welcher schwierig aus Satellitenmessungen bestimmt werden kann.

Spektral und raumlich hochaufgeléste Messungen der Bodenalbedo wurden mit der
Kombination aus den flugzeuggetragenen Messsystemen SMART-Albedometer
(400-2100 nm) und einer Kamera (Geospatial Systems, MS 4100) mit 3 spektralen
Kandlen gemessen. Der erste Datensatz wurde in Leipzig im Jahr 2007
aufgenommen, der zweite Datensatz konnte im Dezember 2009 in Zhongshan,
China, gemeinsam mit unseren chinesischen Kooperationspartnern des Institute of
Remote Sensing Applications erfasst werden.

Das Satelliten-Tool IMAPP der Universitat Wisconsin wurde auf Computern des
Instituts flr Meteorologie installiert und steht nun fir wissenschaftliche Zwecke in
diesem, sowie anderen Projekten bereit.

Es wird erwartet, dass durch Verwendung der hochaufgelésten Messdaten der
Bodenalbedo im Aerosol-Retrieval der Satellitendaten das Resultat der Aerosol
Optischen Dicke verbessert werden kann.

Weiterflihrung: ja

Finanzierung: DFG, SPP 1233 (WE 1900/16-2)
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Entwicklung eines tomographischen Wasserdampfsondierungssystems auf der
Basis von GNSS Daten.
Development of a tomographic water vapour sounding system based on GNSS data

Prof. Dr. G. Tetzlaff (tetzlaff@uni-leipzig.de), Dr. A. Raabe (raabe@uni-leipzig.de),
Dr, M. Bender
Prof. Dr. M. Rothacher, Dr. J. Wickert, Dr. G. Dick, Dr. G. Gendt, (GFZ Potsdam)

Die hochgenaue Positionsbestimmung mit Hilfe des GPS oder auch demné&chst
verfigbarem GALILIEO-Systems ist erst mdglich, wenn die Atmosphéareneinflisse
auf die Signallaufzeiten korrigiert werden. Diese Korrekturen reprasentieren auch
den Einfluss des atmospharischen Wasserdampfes auf die Laufzeiten der GPS-
Signale an der entsprechenden Bodenstation. Die GNSS-Bodennetze (Global
Navigation Satellite System) in Europa erreichen eine solche raumliche Dichte, so
dass es mit Ihnen modglich wird eine dreidimensionale Verteilung des
Wasserdampfes in der Atmosphéare unter Zuhilfenahme von tomografischen
Rekonstruktionstechniken abzuleiten.

Dazu sind Abschatzungen der Genauigkeiten notwendig und Algorithmen zu
erarbeiten, die ein Zusammenfassen der an einzelnen Stationen vorliegenden Daten
ermdglicht.

Ziel ist es, den numerischen Wettermodellen quasi Echtzeit-Informationen Uber die
dreidimensionale Wasserdampfverteilung in der Atmosphare z.B. Gber Europa zur
Verflgung zu stellen.

Weiterfihrung: Ja
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Finanzierung: DFG (TE 51/26-1: RO 2330/5-1)

Abschatzung des Wasserdargebotes durch gleichzeitiges Auftreten von
Schneeschmelze und Starkregen in Sachsen

Estimation of the flow of water when fall together snowmelt and heavy rain in
Saxony

Prof. Dr. G. Tetzlaff (tetzlaff@uni-leipzig.de), Dr. A.Raabe (raabe@uni-leipzig.de),
Dipl. Phys. C. Walther, Dipl. Met. D. Sabath

Die Maximalen Abflussmengen aus spezifischen Wassereinzugsgebieten in der
Mittelgebirgsregion von Sachsen werden abgeschatzt, wobei die Abflussmengen flr
den Fall des Zusammentreffens einer maximalen Niederschlagmenge und einer
maximalen Schneeschmelzrate berechnet werden.

Weiterflihrung: nein

Finanzierung: Landestalsperrenverwaltung des Freistaats Sachsen (LTV)
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Auswirkung moglicher Klimaanderung auf das Wasserdargebot in verschiedenen
Wassereinzugsgebieten Sachsens

Potential climate change impacts on the water supply in different drainage basins
of Saxony

Prof. Dr. G. Tetzlaff (tetzlaff@uni-leipzig.de), Dr. A. Raabe (raabe@uni-leipzig.de),
Dr. M. Barth (mbarth@uni-leipzig.de)

Klimaveranderungen wirken sich auf das Wasserdargebot im Einzugsgebiet von
Talsperren aus. Aus den Langfristvorhersagen unterschiedlicher Klimamodelle,

deren Grundlage verschiedene Emissions-Szenarien sind, sollen
Wasserdargebotsaussagen fur die Region der sachsischen Talsperren abgeschatzt
werden.

Weiterfihrung: Ja

Finanzierung: Landestalsperrenverwaltung des Freistaats Sachsen (LTV)
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Arbeitsgruppe Hochatmosphére
Upper Atmosphere

Strukturelle Anderungen von langfristigen Trends in dynamischen Parametern der
mittleren Atmosphare
Structural changes in long-term trends of the dynamics of the upper atmosphere

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Dr. J. Lastovicka, P. Krisan
(IAP der Akademie der Wissenschaften, Prag), Prof. Yu.l. Portnyagin, Dr. E.G.
Merzlyakov (Institut fir Experimentelle Meteorologie, Obninsk)
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Die Analyse experimenteller Daten hat gezeigt, dass, im Gegensatz zum Verhalten
der Temperatur der mittleren Atmosphare, die Dynamik der Mesosphéare und unteren
Thermosphare (MLT) keinen eindeutigen Trend aufweist, was wahrscheinlich auf
das Zusammenwirken verschiedener Einflussfaktoren aus der unteren und mittleren
Atmosphére zurtck zu fahren ist. Um die Rolle dieser verschiedenen Faktoren zu
klaren, sollen Windzeitreitreihen der MLT im Hinblick auf Trends und speziell
Trenda@nderungen untersucht werden, wobei aufgrund der relativen Kirze der
verfigbaren Datenséatze neue statistische Verfahren zum Einsatz kommen werden.
Die Analysen werden durch Vergleiche mit stratospharischen, troposphérischen und
ionosphérischen Parametern vervollstdndigt, sowie die Rolle externer Einflisse
geklart (solarer Fluss, Geomagnetismus). Numerische Simulation der Antwort der
mittleren Atmosphére auf Anderungen der troposphérischen und stratosphérischen
Zirkulation wird ebenfalls zur Klarung der Frage, welche Einflisse die Windanderung
der MLT steuern, beitragen.

Weiterfihrung: ja

Finanzierung: Drittmittel (DFG JA836/22-1, GA-CR)
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Arbeitsgruppe Hochatmosphére
Upper Atmosphere

Selbstkalibrierende EUV/UV-Spektrophotometer SolACES
Auto-Calibrating EUV/UV Spectrophotometers SolACES

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Dr. B. Nikutowski

Das vom Fraunhofer IPM entwickelte Instrument SolACES (Solar Auto Calibrating
EUV / UV Spectrometers), soll die solare Strahlung im Wellenlangenbereich von 17
bis 220 nm spektral aufgel6st mit hoher radiometrischer Absolutgenauigkeit messen.
Im Projekt erfolgt neben Unterstlitzung der Missionsvorbereitung und -begleitung die
Aufbereitung der Rohdaten, Datenauswertung, Erstellung empirischer Modelle der
EUV-Strahlung, und Analyse der ionosphérischen Reaktion auf EUV-Variabilitat.

Weiterfihrung: ja

Finanzierung: Auftrag (Fraunhofer-Institut fir Physikalische Messtechnik)
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Arbeitsgruppe Hochatmosphére
Upper Atmosphere

Aufbau einer Streudatenbank SCATDB
Constructing a scatter characteristics data bank

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Dr. J. Wauer
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Es hat sich gezeigt, dass Chebyshev-Teilchen ein gutes Modell zur Beschreibung
der Lichtstreuung an rauen Teilchen darstellen. Ziel ist es, mittels Stérungstheorie
den Konvergenzbereich fir diese Teilchengeometrie zu erweitern. In der Datenbank
SCATDB am DLR sind bislang die Streueigenschaften von Rotationsellipsoiden
enthalten. Diese Streudatenbank wird auf weitere Geometrien ausgedehnt und die
dazugehdrige Nutzeroberflache weiter auszubauen.

Weiterfihrung: ja

Finanzierung: Auftrag (DLR)

kkkkkkkkhkhkkkhkkhkkhkkhkkhkhkkkkhkkhkhkkhkhkkkhkhkhhkkhkhkkhkkhkkhkkkhkhkkhkkkkhkhhkkkkkkkk

Arbeitsgruppe Hochatmosphare
Upper Atmosphere

Wellen in der mittleren Atmosphare
Waves in the middle atmosphere

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. A.l. Pogoreltsev, E.N.
Savenkova, A.S. Zarubin, Russian State Hydrometeorological University

Das Projekt umfasst experimentelle und numerische Studien atmospharischer
Wellenaktivitdt insbesondere in den Schichten oberhalo der Tropopause. Die
Arbeiten beinhalten sowohl langperiodische planetare Wellen als auch
kurzperiodische Schwerewellen. Spezielle Arbeitsziele sind einerseits die detaillierte
Darstellung und Analyse des Ubergangs von der stratospharischen Winter- zur
Sommerzirkulation, und die Untersuchung der Ausbreitung von Schwerwellen bis in
die Thermosphare. Zur Anwendung kommen dabei sowohl Reanalysedaten als auch
ein numerisches Zirkulationsmodell.

Weiterflhrung: nein
Finanzierung: DAAD, Leonard-Euler-Stipendienprogramm
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Arbeitsgruppe Hochatmosphare
Upper Atmosphere

Analyse atmospharischer Zirkulationsmuster
Analysis of atmospheric circulation

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. A.l. Pogoreltsev, V.
Nikolaeva, M. Vasilenko, Russian State Hydrometeorological University

Innerhalb des Projekts wird die Variabilitdt der Atmosphéare der Nordhemisphéare
anhand der Quasi-zweijahrigen Schwingung im Detail untersucht werden, und
Fernwirkungen dieses Zirkulationsmusters analysiert. In einem zweiten Teil wird die
Variabilitdt der polaren Hochatmosphare aufgrund extraterrestrischer Einflissen
experimentell und numerisch untersucht.
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Weiterfihrung: ja

Finanzierung: DAAD, Leonard-Euler-Stipendienprogramm
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Arbeitsgruppe Hochatmosphére
Upper Atmosphere

Aktivierung von Wolkenkondensationskernen
Activation of cloud condensation nuclei

Prof. Dr. Christoph Jacobi (jacobi @ rz.uni-leipzig.de), Prof. G. Shved, V.V.
Merkulov, St. Petersburg State University

Innerhalb des Projekts sollen die hygroskopischen Eigenschaften und die Aktivitat
als Wolkenkondensationskern verschiedener organischer und anorganischer Partikel
mit Hilfe von HDFA untersucht werden. Die Arbeiten umfassen Messungen und
theoretische Analyse.

Weiterflihrung: nein
Finanzierung: DAAD, Leonard-Euler-Stipendienprogramm
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Arbeitsgruppe Hochatmosphére
Upper Atmosphere

Signature of Planetary Waves in the Thermosphere/lonosphere System
Signatur planetarer Wellen im System Thermosphére-lonosphére

Prof. Dr. Christoph Jacobi, jacobi @ rz.uni-leipzig.de,
Dipl.-Met. P. Hoffmann

Die Untersuchung der Reaktion des Systems Thermosphéare/lonosphéare (thermo-
sphere/ionosphere system, TIS) auf planetare Wellen (PW) in der neutralen
Atmosphare ist Inhalt des Projekts. Da PW sich nicht direkt in die Thermosphare
ausbreiten kénnen, PW-typische Oscillationen (PWTQO) aber in diesen
Hohenregionen (lonosphare) beobachtet werden, missen indirekte Prozesse fur die
Ausbreitung verantwortlich sein. Die Arbeit besteht aus drei Teilen: Der erste Teil
fokussiert auf die Analyse von PW Signaturen im Gesamtelekironengehalt sowie
ionospharischen Stérungen (beide basierend auf GPS-Messungen). Im zweiten Teil
werden stratospharische und mesosphéarische Daten (Reanalysen, SABER-
Temperaturen und Radardaten) fir PW und Schwerewellenanalysen herangezogen,
um eine mdgliche Interaktion von Schwerewellen und PW nachweisen zu kénnen. Im
dritten Teil werden die Ergebnisse beider Analysen verglichen, um die Effekte von
Schwerewellen in der lonosphéare zu bestimmen, und den mdglichen Transport der
PW Energie durch Sekundarwellen nachzuweisen. Die Arbeit erfolgt in
Zusammenarbeit mit dem DLR-IKN, Neustrelitz.
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Weiterfihrung: nein

Finanzierung: Drittmittel (DFG., JA 836/24-1)
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AG Akustik
Acoustics

Akustische Fernerkundungsstudie zum Einfluss interner Gravitationswellen auf die
untere Atmosphire

Acoustic remote sensing study of the influence of internal gravity waves on the
lower atmosphere

Dr. Anke Kniffka, Dr. Armin Raabe,
Jun.-Prof. Dr. Astrid Ziemann (ziemann@uni-leipzig.de)

Dr. Igor Chunchuzov, Dr. Sergey N. Kulichkov, Dr. Vitaly G. Perepelkin (Russian
Academy of Science, Obukhov Institute of Atmospheric Physics)

Interne Gravitationswellen (IGW), die durch verschiedene Ursachen erzeugt werden,
tragen in bedeutendem Umfang zum Power-Spektrum von Windgeschwindigkeits-
und Temperaturfluktuationen innerhalb der Atmospharischen Grenzschicht (AGS)
bei. Das Hauptziel des Projektes ist die Untersuchung der raumlichen Struktur und
statistischen Eigenschaften der meso- und mikroskaligen Windgeschwindigkeits- und
Temperaturfluktuationen in der AGS innerhalb von Raum-Zeit-Skalen, die fir die
IGWs bedeutsam sind. Dabei werden verschiedene akustische
Fernerkundungsverfahren eingesetzt, welche vertikale und horizontale Schnittbilder
durch Temperatur- und Windfelder liefern. Die erzielten Ergebnisse sollen zur
Entwicklung von Parametrisierungen der stabilen AGS in numerischen Modellen der
Atmosphére beitragen.

Weiterflhrung: nein

Finanzierung: DFG, Zi 623/3-2

khkkkhkkkkkkhkkhhkkhkhkkhhkkhhkhkhhkhkhkkhkkhkkhhkhkhhkkhkkhhkkhhkkhkx

AG Akustik
Acoustics

Darstellung von Stromungen mittels akustischer Tomografie im Windkanal
Observation of air streams with acoustic tomography in a wind channel

Dr. Armin Raabe (raabe@uni-leipzig.de),
Dipl. Met. M. Barth (mbarth@uni-leipzig.de)

Das am Institut fir Meteorologie entwickelte System zur Erfassung von
Strémungseigenschaften und Temperaturverteilungen innerhalb einer Messflache
mittels akustischer Laufzeitmessungen soll hinsichtlich der rdumlichen Auflésung
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des Strémungsfeldes, sowie der Mdglichkeit, Felder 3-dimensional zu erfassen,
erweitert werden. Wobei die Auflésung in Zeit- und Raumbereiche hinein verfeinert
wird, die fir die Skala eines Windkanals Verwendung finden kénnen.
Hierflr sollen Algorithmen zur Vektortomographie entwickelt, in das Messsystem
integriert und bei experimentellen Untersuchungen analysiert werden.

Weiterfihrung: nein
Finanzierung: DFG, Ra 569/16-1
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AG Akustik
Acoustics

Raumlich explizite Modellierung der Ausbreitung von Pflanzen-Diasporen
Explicit spatial modelling of long-distance dispersal of plant diaspores

Dr. Armin Raabe (raabe@uni-leipzig.de) Dipl. Phys. S. Horn,
Dr. O. Tackenberq, Dipl.-Ing. Heidrun Will , Univ. Frankfurt M.

Die Fernausbreitung (>100m) von Pflanzendiasporen hat signifikante Auswirkungen
auf eine Reihe von 6kologischen und evolutions-biologischen Prozessen. Aufgrund
von methodischen Problemen sind diese Prozesse durch Messungen allein nicht
erfassbar. Um diese Probleme zu I6sen werden mechanistische bzw. stochastische
Ausbreitungsmodelle verwendet. Auf der Grundlage des existierenden
mechanistischen Windausbreitungsmodells PAPPUS und dem dreidimensionalen
Stémungsmodell ASAM soll ein mikroskaliges Windfeldmodell entwickelt werden,
welches unter Berlicksichtigung der Struktur der Landschaft neben der Diagnose
auch eine Prognose der rdumlichen Ausbreitung von Pflanzendiasporen ermdglicht.
Dazu sollen in dem Modell vor allem die rdumliche Verteilung der Turbulenz, speziell
thermisch induzierte Auf- und Abwinde (burst events) in der bodennahen
atmospharischen Grenzschicht berlicksichtigt werden. Um die numerischen
Simulationen zu validieren werden Experimente in flachem homogenen Terrain und
in gegliedertem Gelande mit unterschiedlichen Pflanzenarten durchgefihrt. Diese
Experimente liefern genaue Beobachtungen der Windbedingungen und dienen zur
Bestimmung der turbulenten Strukturen in Abhangigkeit von den thermischen und
orographischen Bedingungen.

Weiterfihrung: nein
Finanzierung: DFG (Kennz. RA 569/14-2)
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AG Akustik
Acoustics

Erprobung eines neuen Emissionsmessverfahrens mittels FTIR-Spektrometrie und
langenmittelnder Messung des turbulenten Austauschkoeffizienten
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Test of a new emissions measuring procedure with FTI-Spectrometry and line
averaged measurement of the turbulent eddy coefficient.

Prof. Dr. Klaus Schéfer FZ Karlsruhe, Institut fiir Meteorologie Garmisch-
Partenkirchen
Dr. A. Raabe, Dipl.Ing. F. Kaiser, Dipl. Met. M. Barth, Dipl. Met. M. Wilsdorf

Unter Verwendung eines Uber der gesamten Beobachtungsflache angeordneten
akustischen  Messverfahrens  wird die  héhenveranderliche, bodennahe
Windgeschwindigkeit bestimmt. Das so bestimmte Windprofil reprasentiert die
langengemittelten  vertikalen  Windverhaltnisse auf der Linie der FTIR-
Spektrometermessungen. Auf dieser Art werden zum ersten Mal raumliche Mittel von
akustischen Geschwindigkeitsmessungen und Emissionsraten eines klimarelevantes
Gases (N20) kombiniert.

Weiterflhrung: nein

Finanzierung: DFG Unterauftrag zu SCHA 571/6-1
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AG Akustik
Acoustics

Schallausbreitung in urbanen Gebieten unter Beriicksichtigung des
Atmosphéarenzustandes
Sound propagation in urban areas considering the state of the atmosphere

Dipl. Met. Gabi Fischer,
Jun.-Prof. Dr. Astrid Ziemann (ziemann@uni-leipzig.de)

Aufgrund der dynamischen Entwicklung von Stadtregionen sind diese verdichteten
Raume besonders anfallig gegentber kurz- und langfristig wirkenden Risikofaktoren,
wie z.B. Larm, flr die Gesundheit und Lebensqualitat der Stadtbewohner. Vor allem
der StraBenverkehrslarm stellt im urbanen Raum ein ungeldstes Umweltproblem mit
Langzeitauswirkungen dar.

Unter Verwendung eines Schallstrahlenmodells wird der Einfluss der
Atmosphérenstruktur auf die Ausbreitung des Schalls von einer Punkt- bzw.
Linienquelle im urbanen Raum simuliert, um die Raum-Zeitskalen zu ermitteln, auf
welchen der Atmosphéreneinfluss im stadtischen Larmmanagement zu
berlicksichtigen ist. Untersucht wird dabei die Schallausbreitung ab einigen 10 m
Entfernung, da dort die Einflisse meteorologischer Parameter, wie z.B.
Lufttemperatur, Windvektor und Luftfeuchte, signifikant nachweisbar sind. Zur
Validierung der Modellergebnisse sowie zur Abschatzung der Fehler und Grenzen
des Modells soll eine Messkampagne im urbanen Raum von Leipzig stattfinden. Die
Durchfiihrung von Sensitivitatsstudien mit dem validierten Modell ermdglicht es,
charakteristische Langenskalen far die Larmbelastung abzuschatzen und
Larmindikatoren in  Abhangigkeit von  verschiedenen  atmosphérischen
Grenzschichtbedingungen zu bewerten.

Weiterfihrung: ja
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Finanzierung: Graduiertenférderung der Universitat Leipzig
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AG Akustik
Acoustics

Adaption eines mikrometeorologischen Messsystems zur Bestimmung von
Temperatur- und Windfeldern im Bereich einer Lysimeterflache

Adaption of a micrometeorological measurement system to determine temperature
and wind fields within a lysimeter surface

Dr. Armin Raabe (raabe@uni-leipzig.de), Dipl. Met. M. Barth, Dipl. Met. G. Fischer
Dr. M. Seyfarth, Umwelt-Gerate-Technik GmbH Mincheberg
Dr. S. Reth, Helmholtz Zentrum Miinchen

Das mikrometeorologische Messsystem der akustischen Laufzeittomographie
ermoglicht es, flachengemittelte Verteilungen der Temperatur und des Windvektors
in einem Medium zu bestimmen. Zur Visualisierung von Strémungsvorgangen und
Temperaturverhaltnissen Uber einem einzelnen Lysimeter mit einer Grundflache von
1m2 wird die akustische Messtechnik eines am Leipziger Institut fir Meteorologie
entwickelten Labormesssystems Uber selbigem aufgebaut, um die gesuchten
meteorologischen Felder rekonstruieren zu kénnen. Hierzu ist eine Anpassung der
bereits vorhandenen Software an das speziell fir das Lysimeter entwickelte
Messkonzept notwendig. Verschiedene Testmessungen dienen zur Bewertung der
Anwendbarkeit des entwickelten Systems auf der beschriebenen Skala.
Insbesondere werden dabei die Genauigkeiten der rekonstruierten Felder, auch in
Bezug auf die Messkonstruktion, analysiert.

Weiterflhrung: nein

Finanzierung: Umwelt-Gerate-Technik GmbH Mincheberg
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AG Akustik
Acoustics

Wetterabhangige Schallausbreitung, Larmschutz an SchieBplatzen der Bundeswehr
Weather permitting sound propagation, noise protection at artillery range of the
Bundeswehr

Dr. Armin Raabe (raabe@uni-leipzig.de),
Jun.-Prof. Dr. Astrid Ziemann (ziemann@uni-leipzig.de
Dipl. Met. Michael Wilsdorf (mwils@uni-leipzig.de)

Dieses Projekt setzt die langjahrige und erfolgreiche Zusammenarbeit des Institutes
fir Meteorologie der Universitat Leipzig mit der Bundeswehr, hier im speziellen mit
dem AGeoBw, fort. Anlass waren ArtillerieschieBen, bei denen die akustische
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Belastung in der Nachbarschaft von TrUb-Platzen derart erhdht war, dass es zu
Beschwerden / Klagen von Birgern und der Kommunen kam. Ein verstarkender
Faktor war in den betreffenden Fallen u.a. die Wettersituation, bei der eine
ausgepragte Temperaturinversion zu einer anomalen Schallausbreitung fihrte.

Ziel dieser Studie ist deshalb die weitere Verbesserung der bestehenden
Schallimmissionsprognose, sowohl in konzeptioneller Hinsicht, als auch in ihrer
Praktikabilitdt sowie in der statistischen Absicherung der zu Grunde liegenden
Auswertungen.

Datengrundlagen der schallklimatologischen Untersuchungen sind
Radiosondenaufstiege des Deutschen Wetterdienstes und der Bundeswehr, die im
Zeitraum 2001 bis mindestens 2007 an 14 Stationen im Bundesgebiet jeweils zu
den Terminen 00 UTC und 12 UTC durchgefihrt wurden. Damit erweitern diese
Daten den untersuchten Datenumfang einschlieBlich der Vorgéangerstudie (von
1990 bis 2000) auf 18 Jahre.

Weiterfihrung: ja

Finanzierung: AGeoBw; M/UR1M/7A180/7A524
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