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Referat:

Die Quasi Zwei-Tage Welle (QZTW) ist eine auffillige Erscheinung der sommerlichen
mittleren Atmosphire. Die beobachteten Eigenschaften der QZTW geben jedoch kein
homogenes Bild wider, das auf einen wohldefinierten Ursprung weist. Die Welle zeigt
sich sowohl mit der zonalen Wellenzahl (bezogen auf den Erdumfang) 3, wie auch der
Wellenzahl 4. Thre Periode liegt zwischen 45 und 53 Stunden. Dieses Phanomen ist auf
beiden Erdhemisphéren zur jeweiligen Sommerszeit zu beobachten, wobei die QZTW in
der siidlichen Hemisphare starkere Amplituden und kiirzere Perioden aufweist als in der
nordlichen Hemisphare. Dieses vieldeutige Erscheinungsbild der Welle zieht die Frage
ihres Ursprungs nach sich.

Theoretische Arbeiten leiten die QZTW als eine Losung der Laplace’schen Gezeitenglei-
chung mit den Eigenschaften einer Rossby-Schwerewelle her. Dieser Losung entsprechend
miiite die QTZW eine permanente Erscheinung in der mittleren Atmosphére sein, somit
wird jedoch nicht die plotzlich einsetzende Amplifizierung der Welle wiahrend des Sommers
erklart. Weitere Untersuchungen verschiedener Zirkulationsmodelle ergaben, dass sich eine
QZTW an den Réindern instabiler Sommerjets der Mesosphére entwickeln kann. Andere
permanent vorherrschende Storungen der mittleren Atmosphére sind im Zusammenhang
mit der QZTW bisher nicht beriicksichtigt worden. Auch fehlt bislang eine vollstindige
Beschreibung der Welle, die alle Beobachtungen im Ganzen erklart.

Im Rahmen dieser Arbeit wurde das mechanistische Modell COMMA-LIM (Cologne
Model of the Middle Atmosphere - Leipzig Institute for Meteorology) betrieben, um die
QZTW als einen Eigenmode der Atmosphére anzuregen und um sowohl ihre globale und
vertikale Ausbreitung als auch ihren Einflul auf die Zirkulation der mittleren Atmosphare
zu untersuchen. Desweiteren wurden Studien iiber die Wechselwirkungen der Welle mit
anderen bedeutenden Storungen der mittleren Atmosphére durchgefiihrt sowie untersucht,
ob in COMMA-LIM eine QZTW aus instabilen Zustinden der Mesosphére erwachsen
kann.

Zusammenfassend kann gesagt werden, dass die QTZW und ihr charakteristisches
Verhalten nicht nur durch Instabilitatsprozesse erklart werden kann. Die Ergebnisse dieser
Arbeit unterstreichen, dass die mittlere Atmosphére verschiedene Losungen fiir das ” Quasi
Zwei-Tage Welle” genannte Phanomen erlaubt.
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Report:

The quasi two-day wave (QTDW) is a striking feature of the summer middle atmosphere.
The observed properties of the wave do not give a unique picture that links to one
well-defined mechanism. The wave appears with the zonal wave number 3 as well as with
wave number 4. The period lies between 45-53 hours. This phenomenon can be observed
in both hemispheres but with differences in period and strength of amplitudes which are
stronger in the southern hemisphere than in the northern hemisphere. Thus, the wave’s
behaviour raises the question about its origin.

From the theoretical point of view, the QTDW can be derived as a solution of the Laplace’
tidal equations. It is then referred to the Rossby-gravity mode (3,0). However, according
to this solution the wave should be a permanent feature of the middle atmosphere. Thus,
this theory cannot explain the sudden onset and offset of the wave during summer. On
the other hand, several studies have shown, that a QTDW might develope as a result of
an unstable jet in the summer mesosphere. On the other hand, the knowledge about the
interactions of the QTDW with other disturbances in the middle atmosphere is still sparse
and until now a complete description of the wave is missing.

Within the frame of this work the mechanistic model COMMA-LIM (Cologne Model
of the Middle Atmosphere - Leipzig Institute for Meteorology) was used to study the
wave, its propagation and impact on the mean flow by forcing it as an Eigenmode of the
atmosphere. Furthermore, the interactions of the QTDW with the dominant disturbances
of the middle atmosphere - e.g. gravity waves or other planetary waves - were investigated.
Additionally, examinations on exciting a growing wave from unstable summer mesospheric
jets were carried out.

In summary it could be shown, that not only instability processes can lead to a sudden in-
crease in QTDW activity during summer. In particular, varying gravity waves or transient
stationary planetary waves were found to be important in these processes. The numerical
investigations on exciting an unstable growing QTDW from barotropic/baroclinic insta-
bility were not successfull. It does not mean in turn, that a QTDW may not arise from
instabilities, however the results underline that the atmosphere allows several solutions to
the phenomenom called the QTDW.
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Chapter 1

Introduction

1.1 The middle and upper atmosphere

The middle and upper atmosphere includes the stratosphere, mesosphere and the lower
thermosphere, which are found between the weather-active layer - the troposphere - and
layers dominated by electrodynamical processes and plasma physics of the earth’s geo-
magnetic field. The middle atmosphere is particularly important for researchers as it
allows them to better understand transition processes coming from space and penetratig
downwards. Further, it allows them to develop a comprehension of processes propagating
upwards from the troposphere that can be traced and detected in higher altitudes. In
order to estimate the meteorological influences on the troposphere that originate in the
middle atmosphere and to be able to use the knowledge for space science a fundamental
understanding of the inherent processes in this region is required.

The three spheres are divided into layers with boundaries between them based on the
vertical structure of the temperature. The mean vertical structure of temperature can be
explained in terms of absorption and emission of radiation by the gaseous constituents.
The beginning of the stratosphere is marked by a temperature minimum - the tropopause
- mainly caused by emissions of water vapour. Within the stratosphere temperature in-
creases slowly with altitude to a maximum at about 50 km height due to absorption of
radiation by ozone. Above this maximum - called stratopause - the temperature in the
mesosphere drops again because of decreasing ozone concentration and increasing cooling
due to carbon dioxide. Within this sphere at altitudes above 60 km the increasing mean
free path between molecular collisions leads to a change in radiative processes. The local
thermodynamic equilibrium (LTE) breaks and non-LTE conditions have to be considered.
Molecular diffusion processes become more and more important. Each gas species that was
well mixed below - e.g. nitrogen, oxygen and carbon dioxide - undergoes an exponential
decay of density with height in the thermosphere determined by its molecular mass, so
less massive species increasingly dominate with height. The temperature minimum marks

1
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Figure 1.1: Globally averaged temperature profile for July as calculated with COMMA-LIM.

again the end of the mesosphere and is called mesopause. Higher in the thermosphere
absorption of extreme ultraviolet radiation by molecular and atomic oxygen dominates the
temperature structure.

A further interesting feature of this atmospheric region is the interaction between neu-
tral and ionised particles. The ionosphere is the region in which a substantial portion
of atoms and molecules have become electrically charged by a broad spectrum of visible
and non-visible radiation, which dissociates and ionises the mixture of gases in the upper
atmosphere. There, the amount of ionisation is large enough to influence the propagation
of radio waves. It starts at mesospheric heights at around 50-60 km, extends through-
out the whole thermosphere and has its upper boundary at heights of several earth radii,
where ions emanating from the sun interact with ions in the atmosphere. Thus, with rising
height electrodynamic forces exert an increasing influence on the movement of the neutral
particles.

The differential heating of the atmosphere throughout the year leads to balancing mo-
tions of air masses. A moving air parcel in the earth’s atmosphere is accelerated by the
sum of the following forces: (i) the pressure gradient force, (ii) the gravitational and cen-
trifugal force, (iii) the Coriolis force and (iv) friction, molecular diffusion and acceleration
due to eddies. Thus, during solstices the middle atmosphere wind is characterised by a
westward jet (easterlies) in the summer hemisphere and an eastward jet (westerlies) in
the winter hemisphere. In contrast, westerlies dominate the stratosphere and mesosphere
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during equinoxes when the air masses rise at the equator and drift into both spring and
autumn hemispheres.

Several characteristic features of the middle atmosphere, such as the wind reversal in
the mesopause region, the extreme cold summer mesopause polar region, the occurrence of
sudden stratospheric warmings at the winter pole or the quasi-biennial oscillation in the
equatorial stratosphere point to the important role eddies play in the middle atmosphere.
Not all waves propagating in the middle atmosphere exert such a strong impact on the cir-
culation, however, only the understanding about their origin, propagation and interaction
processes gives a comprehensive picture of the middle atmosphere. This work focusses on
the investigation of one striking phenomenon that arises regularly in the summer middle
atmosphere: the quasi two-day wave (QTDW).

1.2 Waves in the middle atmosphere

1.2.1 Some basic definitions

A wave is a periodical process running in time and space. It is convenient to describe the
waves with the EULERIAN-rule ¥ = cosg + isiny as

d(x,t) = By elthe=wh), (1.1)

However, the plainest description of a wave propagating in one direction is taking the real
part of the EULERIAN expression:

Re(®(x,t)) = Oy cos(kx — wt), (1.2)

where ®; means the amplitude (which is complex so it includes a constant phase factor),
k= 27” is the wave number with wavelength A\, and w = %’r is the angular frequency with
period T. The argument of the cosine-function is called the phase ¢ of the wave and its

characteristic is to remain constant, i.e.,
kx—wt = 0. (1.3)

So, as t increases, r must also increase to keep the phase constant. The propagation speed
of a point with constant phase is given by

dz w A
= =const — - . 14
¢ ( dt )‘p_ t k T (1.4)

Note, that the transport of momentum and energy via waves cannot be performed with
the phase speed but with the group velocity. A superposition of two waves propagating
in an arbitrary but the same direction with small different frequencies and wave numbers
leads to a wave group. This wave packet can in turn be considered as a wave propagating
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with a speed determined by the amplitude modulation of the two single waves. Then, the
group velocity is determined by

. dw
“ = UK,

= Viw (1.5)

where K = k - 11 + 1 - 19 +m - 13 is the wave vector with its three components and thus
leads the group velocity, ¢y, being a vector as well.

1.2.2 A short survey of waves in the middle atmosphere

Waves propagating in the middle atmosphere originate predominantly at tropospheric-
tropopause levels. If they are able to propagate upwards, their amplitudes grow with height
due to decreasing density of the atmosphere. During their propagation and succeeding
dissipation the oscillations are influenced by the mean circulation and have in turn an
impact on the middle atmosphere.

The smallest but nevertheless important waves in the atmosphere are gravity waves
(GWs). Pure internal GWs owe their existence to stratification of the atmosphere, while
inertio-gravity waves result from a combination of stratification and the Coriolis-effect.
Gravity waves play an important role in the mesopause region where their increased ampli-
tudes break and their momentum and heat is imposed on the circulation. Their horizontal
wavelengths are in the range from around ten to several hundreds kilometres and their
periods vary from minutes up to 8 hours. These waves are a permanent feature of the
middle atmosphere but show a latitudinal and seasonal dependence.

The latter property is also valid for the migrating tides that are induced by the diurnal
fluctuation of solar heating, in particular due to absorption of radiation by ozone and
water vapour. They amplify also in the mesosphere-lower-thermosphere region (MLT).
While the diurnal tide (period T' = 24 h) has the zonal wave number 1, the semidiurnal
tide (T' = 12 h) shows wave number 2 and so forth.

Stationary planetary waves (SPWs) are waves whose surfaces of constant phase are
fixed with respect to the earth. Since information propagates with the group velocity and
not with phase speed, propagation can still occur. The stationary waves with zonal wave
numbers 1 and 2 are striking features of the winter middle atmosphere.

Kelvin waves are eastward travelling planetary waves confined at equatorial latitudes;
their meridional wind component is zero or small. Waves with a short period (e.g. 7' ~
3days) are able to propagate up into the MLT region while slower waves (T" ~ 15days)
are trapped in the stratosphere. Rossby-gravity waves are in contrast equatorial waves that
propagate westward and exhibit a nonzero meridional velocity wind component.

An important class of waves are travelling planetary waves or Rossby waves. These
waves predominantly propagate westwards. In the middle atmosphere they have wave
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numbers between 1 and 4, and periods between 2 days and 16 days. Many of them are
able to propagate upwards through the winter hemisphere into the MLT region. The 5-day
wave with zonal wave number 1 appears also in the summer hemisphere.

The following sections will give an overview of theoretical investigations on atmospheric
waves. For a complete derivation the reader is referred to the literature, such as Andrews
et al. (1987); Holton (1992).

1.2.3 The basic equations of atmospheric motions

Before one can discuss the waves that are perturbations on the basic state of the at-
mosphere, one has to be introduced into the non-linear differential equation system that
describes the movement of a fluid parcel. The horizontal momentum equations and the
thermodynamic equation in a log-isobaric system on a sphere can be written as (Andrews
et al., 1987)

ou u  Ou v 0 %

= - (ucosd) —w

ot acos¢a B acos¢8_d) 0z
u 1 09
+ (f + Etan(b)v T 2c0sd X + F, (1.6)
ov_ w0 _vaw o
8~ acosp 0N adp oz
u 1 00
- (f + Etan ¢)u - a % + F¢, (17)
oT u OT v dTl or kT J
el T () + 1.
ot acosp ON  a 0¢ w(az+H)+cp (18)

These equations express, respectively, the momentum balance in the zonal and meridional
directions, and the thermodynamics relation between diabatic heating and the material
exchange of temperature. The hydrostatic stability in the vertical column and the conser-
vation of mass - the continuity equation - are expressed as:

0P RT
9z  H'’ (1.9)
1 Ou 1 0 10
acosgba * acos¢a_¢(” cos ¢) + %&(Po w) =0, (1.10)

where py = ps el=*/") An explanation of the symbols is given in the list of symbols. The
hydrostatic assumption means that acceleration due to gravity is large against vertical
acceleration. The vertical component of Coriolis force can therefore be neglected.
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1.2.4 Laplace’s tidal equations

The atmosphere may be regarded as a system of coupled particles. If such a system is
disturbed it develops vibrations whose frequencies are equal for all particles in the medium.
These frequencies are called Eigenfrequencies and an Eigenfunction/Eigenvalue pair of such
a solution constitutes a mode. Mainly Laplace developed the mathematical description of
tides as arising Eigenmodes for a fluid on a rotating body. He used the perturbation
theory which states that on a known non-linear basic state of a fluid, perturbations are
superimposed which are small against the basic state. This assumption leads to a linearised
differential equation system for the perturbations because the non-linear terms are of the
second order and therefore negligible. In the simplest case further assumptions are:

e an atmosphere at rest so that ug = vy = 0 and begause of the thermal wind equation
the meridional gradient of basic temperature 0,7 also vanishes (partial differentia-
tions with respect to a variable x are abbreviated through a% = 0,),

e no mechanical and thermal forcing or dissipation is considered: F\ = Fj, = J = 0.

From the linearised and simplified equations (not shown here) under equivalent bound-
ary conditions wave-like solutions are sought. An important method in this way is the
separation of the vertical dependence from the horizontal and time dependence

(W', 0", ®) = ePHU)[a(N o,t), 5N, 6,1), (N, ¢,1)], (1.11)
w' = PH W(2)w(N, ¢, 1) (1.12)

Insertion of the solution (1.11) into the momentum equations yields to expressions that
only contain a (), @,t) dependence

it — f + = 0 (1.13)
O + fi + %2 _ 0, (1.14)
a

while solutions (1.11, 1.12) applied to the continuity and thermodynamic equation involve
the z dependence as well. However, it turns out that U can be represented in terms of W

aw W
U=——-—. 1.15
dz 2H ( )
Given this relation and examining the z-dependent continuity equation one can write this

equation with the aid of the thermodynamic equation as

8,\11 + 6¢(17 Ccos ¢) 6t<i> N
acos ¢ * gh =0 (1.16)
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where (gh)~! is a separation constant and h has dimensions of length. The equivalent
depth h of the fluid has to be small against the earth radius a. And @ /g is the departure of
this mean value h. The three equations (1.13, 1.14, 1.16) form the basis of the horizontal
and time structure for disturbances to a thin layer of fluid on a sphere.

After further manipulation one obtains the following for the vertical structure equation:

2w N? 1
+(— -
d 22 gh 4 H?

YW = 0. (1.17)

The procedure for finding solutions to Laplace’s tidal equations proceeds in two stages:
first, Eq.(1.17) has to be solved under given boundary conditions as an Eigenvalue problem
for the equivalent depth h. Then given h, solutions for the horizontal structure are sought
in the form

(4,7, 3} = Re{[a(¢), 5(¢), (0] expi(sh — 200t)} (1.18)

with zonal wave number k and period 27/2Q0, where Q = 27 (sidereal day) " is the earth’s
rotation rate. Solving Egs. (1.13) and (1.14) for ¢ and ¥ and inserting these into Eq.(1.16)
we obtain after careful calculations the Laplace’s tidal equation

LD + 7 = 0. (1.19)

Here v = 40%a?/gh is called Lambs parameter and

d 1—u?) d 1 —k(o? 2 k2
c=d(U=p) d) O +u), (1.20)
dp | (0 —p?)dp]  o? —p? [ o(o? —p?)  1—p?
is a second order differential operator in the variable
= sing (-1 <u<l). (1.21)

The appropriate boundary conditions are that ® is bounded at the poles, p = +1. Given
these boundary conditions and Eigenvalues v, o %, corresponding Eigenfunctions ©,, can
be calculated which are called Hough functions. Atmospheric tides, gravity waves, mixed
planetary-gravity (or Rossby-gravity) waves, Kelvin waves and Rossby waves can all be
derived from the Laplace tidal equations.

In the case of deriving a free travelling planetary wave with specified wave number
k in an isothermal atmosphere a solution for the vertical structure equation (1.17) with
appropriate boundary conditions and W — 0 as z — 0 can be obtained for

H

h = 11—k

(1.22)

where (1 — k)™ = ¢,/¢,. Then W (z)  exp[(k — 3)z/H] and hence

w' o e/ (1.23)
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It can be shown that ®' u/,v" and 7" have the same z dependence. The wave therefore
has no phase tilt with height. Considering amplitudes of velocity and temperature fields
one finds that these amplitudes grow with height but the corresponding energy density
1po(@? + 92 + ®2N~2) is confined to lower levels since py o e=*/#. Such a free travelling
planetary wave is also called an external or an evanescent wave or is named as Lamb wave
and cannot transport energy upwards. Note that this wave here is derived without mean
winds and will alter its structure under the inclusion of latitudinally and vertically varying
winds. But then it is no longer possible to separate the equations and the problem can
only be solved numerically.

There exists a solution with a period of quasi two days and a zonal wavenumber of
three, which can be interpreted as an asymmetric mixed Rossby-gravity mode (3,0). The
nomenclature mode (k, |n|— k) used for planetary waves is due to Longuet-Higgins (1968)
where k refers to the zonal wavenumber and n provides information on the number of
latitudinal nodes and symmetry characterising ©,,. For asymmetric modes the meridional
wind shows a symmetric behaviour whereas the other variables change sign at the equatorial
node.

1.2.5 Baroclinic and barotropic instability: the Rayleigh theo-
rem

Another mechanism of wave excitation results from unstable conditions in the atmosphere.
In this case their amplitudes grow without limit and if they take the form of Eq.(1.1), their
frequencies are complex, with positive imaginary parts. Stability analysis of a realistic zonal
wind profile @ = u(y, z) is difficult because of the non-separability of the y and z dependen-
cies in the perturbation Eigenfunction-Eigenvalue problem. Rayleigh, as the first author
in this field, developed necessary conditions for barotropic and baroclinic instabilities from
an integral theorem. A derivation is given by Holton (1992) under the geostrophic ap-
proximation on a beta-plane with sidewall boundaries y = +L. He transformed the set of
equations into the quasi-geostrophic vorticity equation with the streamfunction ¥ as the
only dependent variable.

The main idea is to analyse the system of energetics so as to get information about sta-
bility properties when a perturbation streamfunction ¥'(x,y, z,t) = Re(¥(y, z) exp|ik(x —
ct)]) is imposed on a zonal flow. The perturbation consists of a single Fourier component,
propagating in zonal direction with complex amplitude ¥(y, z) = ¥, + i¥; and complex
phase speed ¢ = ¢, + ic;

V' (x,y, 2) = " [, cos k(x — ¢,t) — U; sink(z — ct))]. (1.24)

The obtained set of equations including the boundary conditions is now integrated over
the latitude-height (y, z) domain and it turns out that

+L roo O |2 +L 2 Hu |2
—r Jo Oy |u—cf]? - N2 0z |u—c|]?

dy] =0, (1.25)
2=0
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where |U|?> = U2 + ¥? is the disturbance amplitude squared. Considering equation (1.25)
we know that for unstable modes ¢; must be nonzero. As |¥|?/|u — c|? is nonnegative,
instability is possible only when 0u/0z at the lower boundary and 0g/dy in the whole
domain satisfy certain constraints:

e If there is no meridional temperature gradient at the lower boundary, which implies
0u/0z = 0 at z = 0, the second integral in Eq.(1.25) vanishes. For an instability
to occur the first integral thus must therefore vanish. This means 0G/0y = 0 some-
where. This condition is referred to as the Rayleigh necessary condition. Because
0q/0y is normally positive we need an occurrence of a negative meridional gradient
of quasi-geostrophic potential vorticity, if there is no temperature gradient at the
lower boundary.

e If 9q/0y > 0 everywhere, a positive vertical shear of the zonal wind is needed some-
where at the lower boundary, provided that ¢; > 0.

e If 0u/0z < 0 at z = 0, the meridional gradient of potential vorticity has to be
negative somewhere for instability to occur.

The basic state potential vorticity gradient can be written in the form (Holton, 1992)

07 ?u  f¢o*u fE 0w 0 (f(?) ot

oy o2 N20z2 ' N2HOz 0z 8z

N2 (1.26)
Thus, since 8 = 2Qa~'cosd, is positive and fZ/N? is constant, a negative basic state
potential vorticity gradient can occur only for strong positive mean flow curvature or
strong vertical shear in the mean zonal wind. If one considers a vertical change in N?
then the condition for instability is satisfied when 01u/dz > 0 if N? decreases with height
or 0u/dz < 0 where N? increases with height. Instability associated with strong positive
horizontal curvature is referred to as barotropic instability, whereas baroclinic instability
depends on the vertical curvature of the jet.

Additionally, one can see, that baroclinic instability is more likely to occur at latitudes
polewards of 20° North or South, because the Coriolis parameter damps all vertical terms
very strongly and S increases towards the equator. All this stabilises the gradient of
potential vorticity.

1.2.6 Vertical propagation of planetary waves and wave-mean
flow interaction

Normally, the free travelling planetary waves as derived above are evanescent at greater
heights so they need a continual forcing to maintain their amplitudes at lower levels (An-
drews et al., 1987). To investigate the behaviour of vertical propagation of steady planetary
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waves in a basic flow u depending on y and z but under constant buoyancy frequency V,
the quasi-geostrophic theory is again used, where the linearized potential vorticity equation
is

o a8\, oGov
il - 27 = 1.2
(8t+u8x>q oy e (1.27)
with ,
A 2,11 10 fO a,(/]/
_ 29 (Lo & 1.2
q Vw+poaz PNz 3, (1.28)
and ) \
9 ., Pu 10 [ f2ou
oy b oy?  py 0z <p0N2 8,2) (1:29)

(note that z here always refers to the log-pressure height).

Substituting the steady-wave form

Y = e*?! Re[U(y, z)e™ @] (1.30)
one obtains . 2 o 2
8—y2+ m@—i_ ng¥ =0 (1.31)
where B )
n;(y,2) = % -k - WOHT (1.32)

The square of the refractive index n} states that waves propagate into regions with ni > 0
and avoid regions where ni < 0. This means that the first term of Eq.(1.32) has to be
positive and has to dominate over terms 2 and 3. For a realisation, the same signs of both
numerator and denominator are needed and the ratio of the two terms has to be large
enough. Then, under assumption that g, > 0 westerly winds (@ > 0) will not filter out a
wave with ¢ < 0 but the higher the denominator the smaller the first term. On the other
hand it is not necessary that % remains westerly, but for easterly winds this wave can only
propagate if its phase speed is faster than the zonal flow and thereby maintains a positive
denominator. In regions of negative meridional potential vorticity gradient, (z —c¢) < 0
would be necessary for the first term to be positive.

So, for relative simple wave propagation studies the refractive index gives useful in-
formation for Rossby-waves on a S-plane. However, in a more complex (model) atmo-
sphere there exists not only one upward propagating wave but a superposition of upward
and downward as well as northward and southward propagating waves (e.g. Harnik and
Lindzen (2001), Harnik (2002)). In addition, the meridional and vertical wave numbers (!
and m) satisfy the following dispersion relation:

m2f_02 + l? — qy _kz_i = n2(y Z) (]. 33)
N2 i—c N24H?2 — B0 '



1.2. WAVES IN THE MIDDLE ATMOSPHERE 11

It has been shown by Harnik and Lindzen (2001) that n? is strongly dominated by the
meridional wavenumber and cannot reveal the existence of reflecting surfaces caused by
the vertical wavenumber which are responsible for vertical propagation or evanescence of
the considered waves. Furthermore, waves are able to tunnel small evanescent regions if
their wavelengths are large enough. All this reduces the explanatory power of the refractive
index.

Therefore, the Eliassen-Palm flux F = (0, F'¢, F?), its divergence and related parame-
ters are now commonly used to investigate wave properties. The vector components of
Eliassen-Palm (EP) flux display the direction and magnitude of the eddy momentum and
heat flux in a latitudinal-height S-plane:

F? = —pyv'u! (1.34)
The divergence of the EP flux gives for the quasi-geostrophic S-plane case

o' u’ o'’
- 1.
y + po fo a7, (1.36)

VFE—pO

F is obtained by using the transformed Eulerian-mean equations (TEM), where the Eule-
rian mean is a zonal mean and all variables are separated into zonal mean parts and disturb-
ing parts (e.g. Andrews et al. (1987)). Transformation of the Eulerian takes into account
a residual mean meridional circulation (0,v*, w*) which constitutes the mean meridional
circulation if the wave driven part is known:

vt = Vg — pal(po W/GOz)z (137)
w* = Wq + (W/002)¢, (138)

where v, and w, denote the ageostrophic velocities for the quasi-geostrophic case. It follows
for the zonal momentum TEM equation
ou V-F

Ou_ p5 X = 1.
at f()U % y ( 39)

where X represents a non-conservative term. By considering Eq.(1.39) in the middle atmo-
sphere it turns out that the mean residual meridional velocity, which becomes dominant
in the MLT region, is mainly balanced by the non-conservative effects such as the drag ex-
erted by breaking gravity waves. Therefore, the eddy-forcing terms, represented in py 'V - F
mainly affect the tendency 0;u. A further conclusion is that for linear, steady, conservative
waves on a purely zonal basic flow the divergence of EP flux vanishes (Eliassen and Palm,
1961). However, this result was later extended to include frictional and diabatic effects,
spherical geometry and time-varying waves (Andrews and McIntyre, 1978). It takes now
the form
0A

5 TV F =D+ O(a?), (1.40)
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where A and D, like F, are mean quadratic functions of disturbance quantities. A is called
the "wave-activity density”, and its time derivatives represent wave transience effects,
vanishing for steady waves. The quantity D contains the frictional and diabatic effects,
and thus vanishes for conservatives waves. The term O(a?), where « is the wave amplitude,
represents non-linear wave effects, and diminishes for purely linear waves. If the wave is
forced in a steady way 0A/0t = 0 and the acceleration is related to dissipative processes.

Again, when considering one upward propagating wave it can be shown, that the group

velocity
F

Za
whereas taking reflected waves into account the equation becomes more complicated and
the group velocity is then called the wave activity velocity, denoted by V,.

Cg = (1.41)

1.3 Modelling the middle atmosphere

In order to study the atmospheric processes theoretically various numerical models have
been developed, whose equipment was chosen depending on the focus of study and actual
knowledge on physics, chemistry and numerics.

Global Circulation Models (GCMs) are complex three dimensional models of the at-
mosphere which include all known physical and to a large extent chemical processes of
the atmosphere. The main focus is dedicated to the troposphere with a detailed descrip-
tion of the earth’s surface and related processes; some models include an ocean-coupling.
Stratosphere, mesosphere and thermosphere are used only as an extended upper bound-
ary. But in recent years the interest in understanding the processes above has grown and
therefore the middle and upper atmosphere now receive more attention. Several additional
processes have to be described or parameterised, such as the upward propagating gravity
waves, which break in mesopause regions and alter the mean flow by imposing momentum
and heat on the mean circulation. These waves are too small at their excitation level in the
troposphere to be resolved self-consistently by a model and therefore have to be parame-
terised. Furthermore, radiative processes in the middle atmosphere, such as the UV-light
absorption or important cooling processes due to C'O, emissions, need to be considered
for the main gases (in particular Oy) and the important trace gases (Hy0, O3, COs). This
must include non-LTE processes. In higher altitudes the molecular diffusion and iono-
spheric influences become important.

One example is the development of the HAMburg Model of the Neutral and Ionized At-
mosphere (HAMMONIA, 2004), which extends from the earth’s surface up to 250 km. The
model combines physics and dynamics from former tropospheric and middle atmospheric
models with an extensive chemical transport model. Special upper atmosphere processes
as non-LTE effects in the infrared cooling or solar heating at very short wavelengths and
ion drag are included as well. In order to parameterise gravity waves the Hines-scheme
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(Hines, 1997a,b) is used. For example, simulations are intended to assess the sensitivity of
the mesopause region to the 11-year solar cycle or the C'O, doubling.

The extended Canadian Middle Atmosphere Model (CMAM) also now spans a range
from the surface up to 210 km. It contains self-consistent comprehensive tropospheric
physics and realistic parameterisation of the processes in the mesosphere/lower thermo-
sphere (MLT) region such as the breaking gravity waves, solar heating and infrared cooling
- also under non-L'TE conditions, chemical heating, ion drag and diffusive processes. The
rationale of the model is to examine the nature of the physical and dynamical processes in
the MLT region without the artificial effects of an imposed sponge layer which was set be-
fore at ~ 95 km and therefore modified the circulation in an unrealistic manner (Fomichev
et al., 2002).

Another GCM, focused on the middle atmosphere, is the Thermosphere Ionosphere
Mesosphere Electrodynamic General Circulation Model (TIME-GCM, 2004) from NCAR
(National Center of Atmospheric Research) in Boulder, Colorado. Its range of altitude
coverage extends from 30-500 km, with the critical mesosphere/lower thermosphere region
being in the centre of its numerical grid, allowing dynamical, chemical, radiative, and
electrodynamical couplings between the thermosphere and mesosphere to occur. However,
tropospheric processes are neglected. This model has been used in a number of studies to
analyse various ground- and satellite-based data from the middle atmosphere.

A GCM should provide a comprehensive simulation of the 3-D general circulation, if
all processes are correctly presented. It is, however, rather difficult to study dynamical
processes due to the complicated nature of separating the different contributions. Another
disadvantage of such a model is its high time cost. Therefore, other models exist, which
are simplified in different ways, dependending on the purpose of the investigation.

Such a simplified model is the global scale wave model (GSWM). Hagan (2004) de-
veloped it to investigate in particular free travelling planetary waves and tides using the
linearized and extended Navier-Stokes equations for steady-state global temperature and
wind perturbation. The background atmosphere uses winds determined from measure-
ments made by instruments onboard UARS (Upper Atmosphere Research Satellite). The
GSWM background temperature and density are taken from the MSISE90 model. An
enclosing radiation routine allows tidal excitations. Dissipation and diffusion processes
due to gravity waves are parameterised. The model provides a useful tool for studying
wave processes. However, its linearised set-up cannot account for non-linear interactions
between waves and the mean flow.

A mechanistic model for the middle atmosphere for instance is in most cases a non-linear
model but with the main focus on the dynamics and radiation schemes in the stratosphere,
mesosphere and thermosphere. The troposphere in these cases is considered to be a lower
boundary and is therefore only rarely described with a small resolution and without a
hydrological cycle. The main advantage of such models is a rather quick calculation and
therefore efficient study of dynamical processes. The models are especially useful for inves-
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tigations into wave-wave and wave-mean flow interaction, since they allow the possibility
of artificial forcing the waves from the lower boundary and to keep track their behaviour
separately.

A version of COMMA (Cologne Model of the Middle Atmosphere), which is the basis
of this work, is also used at the State University of St. Petersburg, at the Central Aerolog-
ical Observatory Dolgoprudny (Moscow region) and at the IAP (Institute of Atmospheric
Physics) in Kiithlungsborn. The main components are the same and will be described in
chapter 3 for COMMA-LIM. However, the different versions run for several reasons, for
example COMMA-IAP uses a chemistry model to take into account photochemical reac-
tions, particularly in the upper mesosphere and lower thermosphere. COMMA-IAP studies
are focused on mesopause phenomena such as noctilucent clouds. Recently, the dynamical
core has been changed and the model is now known as LIMA (Leibniz-Institute Middle
Atmosphere model). At the Max-Planck-Institute for Aeronomy in Katlenburg-Lindau
COMMA also serves a basis for developing a Martian atmosphere model.

The Leipzig COMMA version (COMMA-LIM) will be described in detail in chapter 3.
This model focusses on investigations of atmospheric tides, gravity waves and planetary
waves in the middle atmosphere. Chemical reactions are not considered in the calculations
but radiative processes provide the necessary heating and cooling rates, which force the
atmosphere throughout the year.



Chapter 2

2.1 Observation of the QTDW

The QTDW has been well documented over the last 30 years as a striking feature of the
summer middle atmosphere. The very regular appearance in one or two bursts shortly
after solstice raised the question about its origin. From the ground, radar techniques in
particular provide continuous wind data at certain points around the earth while satellites
deliver wind and temperature measurements as global pictures. Some of the important
observations revealing the structure and characteristics of the QTDW will be presented
here. One has to keep in mind that there are not only various methods of measuring
wind and temperature but also different applications of data analysis. With increasing
information on the wave the search for the origin of the wave has become dominant and
has in turn influenced the theories.

2.1.1 Radar and satellite observations

Radars measuring the wind in the MLT region first detected the QTDW. The local mea-
surements could give information about the wave’s period together with amplitude and
phase of wind. However, to make statements about the wave number and latitudinal be-
haviour the data had to be collected and compared. The vertical shape was poorly resolved
because of the confined region a radar is able to measure. In the following section, the
general wave properties are introduced and are listed in table(2.1.2).

First publications of the QTDW were made by Muller (1972). His analyses of time
series of wind data showed an oscillation with a strong peak in July/August with a pe-
riod of around 51 h. Kalchenko and Bulgakov (1973) reported on wind measurements at
Mogadishu between 1968-1970, where a strong 2-day oscillation was found in early Au-
gust 1969 for the meridional wind component dominating all other harmonics at this time.
Later, analyses of radar data in Adelaide, Australia also revealed strongly increased dis-
turbances during each January with a period of 48 h (Craig and Elford, 1981). Further
reports showed that the period was often close to 48 i in the southern hemisphere, while

15
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Figure 2.1: Left panel: The phase (time of maximum eastward velocity in UT) of the 51 h meteor
wind oscillation as a function of longitude. Values relate to an average altitude of 95 km. Parallel
lines indicate the expected phase variation for a westward travelling wave of zonal wave number
3. Right panel: The amplitude of 51 h meteor wind oscillation at various times of the year based
on mid-latitude records during the period 1966-1977. Taken from Muller and Nelson (1978).

in the northern hemisphere periods of about 50 — 52.2 h were more frequently recorded.
Jacobi et al. (1997) found that with increasing amplitudes the periods shortened, so that
maximum amplitude values of more than 30m s~! corresponded to periods of about 48
h. However, wind data at other stations observed periods of about 46 h, as shown by
Thayaparan et al. (1997).

A horizontal wave number and a direction of wave propagation could only be derived
by making comparisons between different mid-latitudinal radar stations. In the northern
hemisphere this oscillation proved to be a westward travelling planetary wave with a zonal
wave number of 3 (Glass et al., 1975; Muller and Nelson, 1978). Other papers as that
by Meek et al. (1996) reported a wave number 4. Clark et al. (1994) refused to give
a determination of a zonal wave number because of the strong modulation of this wave
during the observational time. Poole and Harris (1995) derived the zonal wave number
in the southern hemisphere. The values differed for the zonal and meridional wind fields,
where the meridional component showed wave numbers below the integer value of £ = 3
with a mean of 2.74 £+ 0.07 and the zonal component yielded £ > 3. By accepting the
results of non-integer wave numbers at face value, the authors discussed the possibility of
two co-existing modes with the same period but different k. Such a superposition would
lead to an oscillation that is sinusoidal at a particular longitude but distorted zonally by
modulation as one mode overtakes the other. Similar processes can be expected for the
northern hemisphere as well. Satellite observations confirmed the analyses of the wave
number of being either 3 as well as 4, in depending of strength of the amplitude (e.g. Wu
et al. (1996)).

A remarkable feature of the QTDW is its dominating amplitude in the meridional wind
field, particularly at low latitudes. Zonal (u') and meridional (v') wind disturbances be-
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come comparable with increasing latitude. Such behaviour, i.e. maximum meridional wind
disturbance at the equator where the zonal wind oscillation shows a minimum, is typical
for a Rossby-gravity wave. Further results comparing Kyoto and Adelaide radar data
(Tsuda et al., 1988) show the east-west(EW) and north-south (NS) wind in out-of-phase
and in-phase behaviour, respectively. This pointed again to a manifestation of an asym-
metric normal mode. However, amplitudes are differently characterised in the northern and
southern hemisphere. Meridional wind amplitudes were found up to 20m s~' (Gurubaran
et al., 2001) in the northern tropics as well as at 52°N (Jacobi et al., 1997), while Craig
and Elford (1981) and Plumb et al. (1987) reported speeds of between 40 — 50m s~ for
Australia. Northern subtropical stations are able to detect the January QTDW as well
even though the amplitudes are strongly reduced (Tsuda et al., 1988). The wave extension
is thus predominant in the summer hemisphere. Satellite observations during January 1992
(Wu et al., 1993) gave up to 60m s~! for v’ at the equator, while the zonal component was
observed with 30m s™" at low to middle latitudes in the southern hemisphere. Fig.(2.2)
shows an example of a developing QTDW during January 1993. Fritts et al. (1999) ob-
served a relatively sudden onset of the wave with a large response in the meridional wind
field. The latitudinal and temporal behaviour for wind and temperature disturbance fields
clearly shows the equatorial maximum of v', while v’ and 7" have their maxima at lower
and mid latitudes.

Primarily satellites detected amplitudes of temperature disturbances. The first report
using Nimbus 7 data came from Rodger and Prata (1981). The global picture of the
temperature field shows an asymmetric behaviour with a large peak at tropical latitudes of
the summer hemisphere. However, the obtained absolute values were very small (< 1 K).
Wu et al. (1996) used the Upper Atmosphere Research Satellite (UARS) for wave event
studies. The authors found stronger temperature peaks during southern summers with
maximum values up to 7 K, while during July/August the temperature amplitudes of the
QTDW only reached values of up to 2 K for the wave number £ = 3 and 4.5 K for k = 4.

Quite ambiguous features of the QTDW are the vertical wavelength and the phase be-
haviour. A small phase tilt with height in the meridional oscillation was found by Craig and
Elford (1981) which led to the conclusion of downward phase propagation with a vertical
wavelength of about 200 — 400 km. The result was confirmed by Wu et al. (1993). This
feature is expected for a free travelling planetary wave. The vertical wavelength observed
in Canada (Thayaparan et al., 1997) showed a different behaviour; during strong 2-day
wave events the wavelength exceeded 150 km whereas at other times the wavelength was
shorter at about 60 — 80 km. Also Gurubaran et al. (2001) found at times structures that
revealed wavelengths between 35 and 70 km, while at other times evanescent modes with
more than 100 £m were recorded. Both increasing and decreasing phases with height as
well as very little variation in phase were observed. It was suggested that these different
results could be explained by reflection of upward propagating waves at temperature inver-
sion layers and subsequent interference. The phase profile would then show an increasing
or decreasing trend corresponding to the strength of one of the two waves. As a further
interesting detail a phase locking behaviour of the QTDW at a preferred local time was
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reported by Craig and Elford (1981), Thayaparan et al. (1997), Jacobi et al. (1997) and
Clark et al. (1994).

2.1.2 Further studies

Since the observations gave no unique picture of the QTDW, studies were extended on
searching for possible excitation or amplification mechanism. Investigations into interac-
tion with other waves, latitudinal or vertical propagation of the QTDW or simultaneously
occurring wind changes were carried out in order to see whether they could serve as expla-
nation for the burst-like appearance of the wave in summer.

Interaction with the mean flow

Plumb et al. (1987) investigated the QTDW-event in southern summer 1983/1984 and
its possible impact on the mean flow at mesospheric heights. A dramatic reverse in the
zonal wind at 86 km altitude just at the onset of the wave pulse seemed to point to a
response of the background circulation. Using a very basic approximation of the quasi-
geostrophic momentum budget of the zonal flow it was shown that a wave pulse similar to
the observed 2-day wave at Adelaide with huge meridional wind amplitude is qualitatively
capable of inducing a change in the mean flow on a remarkable scale.

Tidal interaction

Several authors reported on a tendency of the QTDW to be locked in phase relative
to the local time around noon, e.g. Craig and Elford (1981); Clark et al. (1994); Jacobi
et al. (1997)). So this feature is present in both hemispheres. They suggested that these
preferred phase values might indicate some solar influence on the 2-day wave, possibly
through interaction with the solar tides. Therefore, Thayaparan et al. (1997) examined
the relationship between the tides and the QTDW. The mean phase of strong QTDW
amplitudes was found to occur quite regularly at ~ 12 h local time in the analysed data
set. However, amplitudes of possible secondary waves arising from interaction between
tides and QTDW, gave only small values.

The study of Gurubaran et al. (2001) on the simultaneous occurrence of diurnal tide
(DT) during wave events showed a clear anti-correlation of QTDW and DT for the year
1995. Increased QTDW activity was almost always accompanied by a weak diurnal tide
and vice versa. A 16-h oscillation was believed to be generated as a secondary wave from
the interaction between DT and QTDW. However, the year 1996 did not show such a clear
relationship for the three wave parameters.

Planetary wave interaction

UK Meteorological Office (UKMO) stratospheric analyses and UARS measurements
were investigated at the tropical stratopause with a focus on inertial circulations and 2-
day waves (Orsolini et al., 1997). The UKMO data suggested a special coupling mechanism
through planetary wave activity in the winter hemisphere leading to the amplification of
the QTDW. It was argued that the onset of strong inertial disturbances was associated
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Figure 2.3: Meridional winds obtained by a meteor radar band-pass filtered between period limit
of 40 — 58 hours for NH-summer days in 1993. Taken from Pancheva et al. (2000).

with a weakened westward jet due to deposition of westerly momentum near the equator.
This in turn can contribute to an increase in the horizontal curvature of zonal mean zonal
wind and can lead to a negative meridional gradient of g. These conditions were suggested
to be favourable, if not sufficient, to the onset of a QTDW. Then, they could also explain
the stronger QTDW in the southern hemisphere due to stronger planetary wave activity
in the northern hemisphere.

Since the QTDW was observed in most cases as a burst with a length of between two
weeks and one month, Jacobi et al. (1998) analysed the 14-year data set of summer Collm-
winds with respect to correlations between the 2-day wave and other planetary waves.
For some cases non-linear interaction was found to be responsible. Expected secondary
waves resulting from non-linear interaction with the 16-day wave (16DW) and 10-day wave
(10DW) were found as well. However, the correlation between the secondary waves and
16DW was rather weak and could not be the only process responsible for periodic variations
of the QTDW. In some years the wave was found to be divided into two frequencies, which
could result from self-interaction of the QTDW during its appearance.

Pancheva et al. (2000) reported on possible non-linear interactions of the QTDW with
the 10DW, 16DW and tides for the years 1992 and 1993 (see for instance, Fig.(2.3)).
Interaction between the QTDW and 10DW was found to appear in both summers, whereas
a strong signal of interaction with the 16DW only occurred in 1992. Nevertheless, the
QTDW was involved in many planetary-wave interactions during summer and the splitting
up into periods of 1.7 and 2.1 days was assumed to be related to this phenomenon.
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Gravity wave interaction

Another interesting feature of the QTDW was reported by Herman et al. (1999). The
MF radar wind data (40°N,88°W) of 2-day wave events in July/August 1991 was used to
investigate the interaction of gravity waves (GW) and the QTDW. The variance of the
obtained zonal and meridional winds was assumed to represent gravity wave activity, and
standard deviation is simply the square root of the variance. A composite analysis of both
the mean wind components and their related standard deviations gave results suggesting
that GW-activity in higher altitudes was controlled by QTDW-activity in levels below.

Manson et al. (2003) studied the modulation of gravity waves by planetary waves
(PWs), in particular the QTDW. Based upon a simple model of gravity wave satura-
tion, GW variances should maximise when the PW has its maximum eastward/westward
perturbation in the winter/summer season, respectively. Therefore, the phase differences
between the PW oscillation in the wind and GW sequences should be in-phase (0°) in
winter and out-of-phase (180°) in summer. During the summer of 1994 several bursts
of modulation of the GW variances by a 2-day wave activity were found for two bands
(10 — 100 min, 2 — 6 h). The phase differences between the QTDW and the corresponding
modulations of the GW variances were generally close to 180° for both zonal and meri-
dional components. These phase relations are consistent with GW propagation into the
northeast quadrant.

Solar variability
Jacobi et al. (1997) analysed the years 1982-1995 searching for inter-annual variability
of the QTDW. Stronger wave amplitudes were found during solar maximum conditions.

Latitudinal propagation

The time series of UARS at 95 km during 1992 and 1993 (Wu et al., 1993) showed
that the QTDW appeared first at higher summer latitudes before it progressed to middle
and low latitudes. Therefore, the authors suggested that a triggering of the wave was due
to baroclinic instabilities at higher summer latitudes. This oscillation then disperses into
global response with an Eigenmode structure.

Temperature data for the same time period showed a precursory wave coming from
the winter hemisphere before the onset of the southern QTDW for the month of January
(Wu et al., 1996). It was suggested that planetary wave activity in the winter hemisphere
triggers the growth of the 2-day wave. During July/August the temperature amplitudes
of the QTDW only reached values of up to 2 K for the wave number £ = 3 and 4.5 K for
the wave number £ = 4. And in turn no precursors or connections between winter and
summer waves were found at this time. The conclusions drawn from the analysis were that
the characteristics of the QTDW present a mixture of two types of waves and can only be
interpreted as a presence of both normal and unstable modes.

A combined study using satellite and radar was carried out in northern summer in 1996.
Three radars from the Super Dual Auroral Radar Network (SuperDARN) at northern mid-
latitudes compared their July wind data with UARS wind measurements (Bristow et al.,
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Figure 2.4: A synoptic view of g, (10"'m~1ts™1) , a(ms!) and 2-day wave variance for 20°S
(left) and 20°N (right) at 1 mb. Taken from Randel (1994).

1999). The main disadvantage of the comparison of the two data sets was the different time
sequences: while the satellite measured MLT winds from July 10-16, significant QTDW
amplitudes in the radars were observed from July 15-21. However, the satellite showed an
evolving wave at equatorial latitudes on July 14 and it was therefore suggested, that the
wave was originated at low latitudes and propagated to high latitudes with about a 1-day
delay.

Unstable stages of the atmosphere

Daily operational stratospheric analyses produced at the National Meteorological Cen-
ter (NMC) - covering the period of October 1983 to September 1988 - served as a ba-
sis for space-time cross-spectral analyses (Randel, 1994). The considered region ranges
from approximately 20 to 50 km. Indeed, well-pronounced signals of QTDW events were
found. In Fig.(2.4) two-day wave variance in temperature for both wave numbers 3 and
4, derived zonal mean zonal wind @ from geopotential height data and the meridional
gradient of quasi-geostrophic potential vorticity g, were considered together for 20°S and
20°N, respectively. The wave was recognised as a very transient but regularly arising phe-
nomenon following solstice conditions. Furthermore, it turned out that the strongest bursts
of QTDW occurred when % showed the most intense easterlies and ¢, < 0 although there
were also QTDW events with positive g,. It was suggested that in the latter cases the merid-
ional gradient of potential vorticity was negative in uppermost layers. Stronger ”southern”
waves were connected with stronger easterlies and deeper minima for g,. Latitudinal-height
cross-sections showed wave maxima at the highest levels extending from ~ 10° in the win-
ter hemisphere to ~ 50° in the summer hemisphere. The vertical and meridional structures
of the QTDW observed in this data provoked again the idea that combined resonant and
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Zonal wave Period, [h] Maximum Maximum Maximum vertical Phase Time of Location Instrument Reference
number oy [ms™!] v, [ms™!] T, [K] Wavelength, [km] propagation observation
51 53°N, 1.5°W radar Muller (1972)
48 7.4 23.4 8/1969 2°N, 45°E radar Kalchenko and Bulgakov (1973)
3 51 NH radar Glass et al. (1975)
~ 48 8/1976 52°N, 107°W radar Stening et al. (1978)
3-53 > 25 > 40 200-400 downward 1/1966-1/1975 35°S, 138°E radar Craig and Elford (1981)
3 48 1973-1977 global satellite Rodger and Prata (1981)
4 ~ 40 1973-1977 global satellite Rodger and Prata (1981)
52-55 10—-15 10-15 > 100 downward 1/1984 35°N, 136°E radar Tsuda et al. (1988)
48 small 15— 20 30 — 35 > 100 downward 1/1984 35°S, 138°E radar Tsuda et al. (1988)
3 30 60 downward January1992/1993 satellite Wu et al. (1993)
49-51 ~15 ~ 30 10/1990-8/1992 22°N,160°W radar Fritts and Isler (1994)
July/August
48 ~ 25 ~ 30 10/1990-8/1992 22°N,160°W
January /February
3? 48 28 1980-1983 NH radar Clark et al. (1994)
2-4 SH radar Poole and Harris (1995)
4 48 10— 20 25 — 45 ~ 80 1992 NH radar Meek et al. (1996)
3 48 25— 30 ~ 40 80 downward 1/1993 SH satellite Ward et al. (1996)
3 48 7 11/1992-9/1993 SH satellite  Wau et al. (1996)
4 45.3 1.5
3 2 NH
4 4.5
46 15—20 25 — 30 60 — 80,> 150 downward 1993/1994 43°N, 81°W radar Thayaparan et al. (1997)
48-50 20-30 1982-1995 52°N, 15°E D1 radio waves Jacobi et al. (1997)
3 25 25 7/1996 NH radar Bristow et al. (1999)
3 48 10-20 30-50 50 — 80,> 100 January SH radar and Fritts et al. (1999)
1992/93/94 satellite
3 48 1991-1994 global satellite Limpasuvan et al. (2000)
4 ~ 44
48 10— 15 30 35 —70,> 100 upward and winter 8.7°N, 77.8°E radar Gurubaran et al. (2001)
downward 390996
52 10—-15 20 35 —70,> 100 upward and summer
downward 59P996
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Figure 2.5: Eliassen-Palm flux vectors and contours of EP flux divergence per unit mass. Values
are calculated from the sum of wave numbers 2-4 retrieved at quasi 2-day periods, averaged
over the period 14-25 January 1994. The vertical component is scaled by 3500; all vectors have

been subsequently normalised to a value of 10. Contour interval is 2m s~ ! day~'. Taken from

Liebermann (1999).

unstable modes excite this oscillation.

The focus of the work by Liebermann (1999) was to bring more understanding to the
wave-mean flow interaction during a 2-day wave event. UARS wind and temperature
measurements from January 1994 were used not only to show the wave morphology but
also to derive the vector components of the Eliassen-Palm (EP) flux F. A combination
of wave numbers 2-4 which showed a response at a period of ~ 2 days were analysed and
the divergence of EP flux per unit mass was obtained on the order of —5m s~'d~! in the
MLT region indicating westward forcing there (see Fig.(2.5)). The vertical convergence of
meridional heat flux 0F*/0z was found to be the dominating term. It was claimed that
the positive region of EP-divergence in the mesosphere below and a spatial coincidence
of negative g, (not shown) implied a role of instability as a source of a 2-day wave. A
response of the zonal mean wind and temperature on the QTDW using a linear quasi-
geostrophic model of the TEM circulation (Garcia, 1987) was calculated. The results gave
a weak equatorward flow together with westward winds on the order of 20 m s~*. Baroclinic
instability was suggested to be the key process for the QTDW event in 1994.

Fritts et al. (1999) combined radar and satellite measurements for three southern hemi-
sphere summers (1992-1994) in order to derive meridional heat (v'T") and momentum fluxes
(u'v") for QTDW events. Meridional gradients of the flux of zonal momentum were found
to be anticorrelated with the low-pass zonal motion which was connected with the two-day
wave. Despite the large year-to-year variability of the QTDW, the structures showed some
consistency with a broad latitude band from ~ 0° to 30°S of negative meridional flux of
zonal momentum. The meridional fluxes of heat precede the meridional fluxes of momen-
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tum by ~ 5 — 10 days. This was explained by earlier arising 2-day wave temperature
disturbances before the onset of wave velocity perturbations. These calculated fluxes were
suggested to be reasonable approximations of the (measurable) influences of the QTDW
on its environment. Nevertheless, by determining terms of the Transformed Eulerian-Mean
equations, it was found that the responses in the zonal mean circulation were smaller than
expected. A suggested explanation for this discrepancy was that the generation of meridio-
nal motions yielded to compensating Coriolis torques or to balancing vertical momentum
fluxes which themselves could not be determined. Investigations into instability conditions
led to the discovery of important information on baroclinic instability which was claimed
to be an evidential source of the QTDW-motion.

The aim of Limpasuvan et al. (2000) was also to analyse the background conditions
in order to find answers to the question of its origin. For this purpose temperature data
sets recorded by UARS were used from 1991-1994. The height range was limited to up-
per stratosphere/stratopause regions. In all summers the QTDW appeared with both
zonal wave numbers 3 and 4. For the southern summers the variation in relative strength
of the westward jet appeared to play a role for the dominant wave number (weaker jet
favours wave number 4 and stronger jet favours wave number 3). The searching for in-
stability conditions during or before QTDW events revealed in some cases the occurrence
of negative g, together with wave number 3 and 4 temperature amplification. However,
this behaviour was not consistently found; barotropic instability interpretation could be
applied to southern hemisphere summer 1992/1993 but not to 1993/1994. For northern
hemisphere summers baroclinic instability seemed to be the process most likely to trig-
ger a QTDW, predominantly for the wave number 4. In addition, some normal-mode
characteristics pointed again to the ambiguity of this phenomenon.

2.2 Theory and model results

2.2.1 Normal mode studies

Based on the first observations in the seventies (e.g. by Muller (1972), Glass et al. (1975),
Muller and Nelson (1978)) Salby (1981) investigated the recurrent phenomenon of the
QTDW as a possible resonant Eigenmode of the earth’s atmosphere. The oscillation sug-
gested the identification with the third Rossby-gravity normal mode in a windless isother-
mal atmosphere. These modes correspond to solutions of Laplace’s tidal equation with
a 10 km equivalent depth and a vertical structure of a Lamb wave. The investigation
focussed on the sensitivity of wave in relation to the different mean fields in wind and
temperature, such as equinox and solstice conditions. The Rossby-gravity mode obtained
for an isothermal atmosphere was included in a global model of linearised primitive equa-
tions with Newton cooling and linear diffusion. The imposed surface forcing was varied
through one of the Eigenfrequencies, in order to find the resonant response and the corre-
sponding normal mode structure. Solutions showed some clear peaks for equinox (~ 2.27
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days) and solstice (~ 2.22 days). Wave amplitudes in wind and temperature calculated
for summer conditions showed an impressive coincidence with observations (see Fig.(2.6)).
The meridional wind maximised at the equator and extended its amplitude at higher levels
into summer mid-latitudes, whereas zonal wind and temperature revealed nodes at the
equator and maxima also at mesospheric summer mid-latitudes. Under equinox conditions
the wave was confined to lower scale heights (~ 45 km) due to prevailing westerlies in the
middle atmosphere.

2.2.2 Instability studies

The theory of the QTDW being an Eigenmode of the atmosphere covers many features
of the wave, however it cannot explain its burst-like behaviour. An Eigenmode should be
present all the time and its dependence on the mean wind structure was not considered to
be a sufficient explication.

Therefore, Plumb (1983a) suggested an alternative explanation concerning the origin
of the QTDW. Since strong wind gradients exist during solstice conditions in the sum-
mer mesosphere the possibility of an unstable devoloping QTDW was proved. A one-
dimensional instability analysis was applied on a (-plane in the middle atmosphere to
find the growing modes. The perturbation potential vorticity equation was similar to that
already used in (1.27) but with diabatic heating

(a _a), o7 ' f28<pa6\1f)
¢+ - = =

oy dr  p Oz (21)

ot " oa N? 9z
where « is the Newtonian cooling rate; ¢’ and 0g/0y are defined as in (1.28) and (1.29).
Solutions were sought in the form

V'(z,y, 2,t) = ReW(z)e*@ sin(ly), (2.2)

and inserted in (2.1) under appropriate boundary conditions. A prescribed vertical wind
structure simulated a strong westward jet in the middle atmosphere. The vertical wind
structure itself was subject of several investigations including the strength of the shear and
the height of the jet core. Together with suitable temperature stratification (represented
in N?) a region of negative meridional gradient of quasi-geostrophic potential vorticity
was modelled providing the necessary condition for instability. From the modes of in-
stability found, one rapidly growing wave was detected which had a zonal wavelength of
~ 10000 km and a westward phase velocity of ~ 60m s *. For a ”mid-latitude” calculation
this corresponded to a wave number-3 wave with a period of around 2 days. The mode
was associated with the mesospheric occurrence of a negative 03/0y. The vertical shear in

the mesospheric wind exceeded in this case 6 m s~ km™".

A two-dimensional instability analysis for the westward jet in the summer mesosphere
was performed by Pfister (1985). Several jet structures were prescribed, ranging from
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Figure 2.6: Disturbance fields for the third Rossby-gravity mode in solstice: (a) zonal velocity,
(b) meridional velocity, both normalised by the maximum ”zonal” velocity at the surface; (c)
temperature. Taken from Salby (1981).
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strongly unstable to weakly unstable profiles, varying the altitude of the jet core as well as
the tightness and slope. Contributions of barotropic and baroclinic terms to the negative
0q/0y for all profiles were investigated and the baroclinic term was identified as the dom-
inating one. The baroclinically unstable waves found in this study were strongly trapped
in the middle and high latitudes and therefore not able to account for a planetary wave
maximising in geopotential at around 30° like the QTDW. An obvious shortcoming was
the quasi-geostrophic approximation of this topic. Inclusion of thermal damping did not
significantly influence the structure of the obtained wave but reduced the wave growth
rates.

Further studies on an excitation of the QTDW due to instabilities were carried out
by Limpasuvan (1998). His work concentrated on inertial instability processes, which can
take place if an imbalance arises between pressure gradient force and centrifugal force.
The numerical results simulating inertial instability conditions showed in fact a developing
2-day wave at stratopausal heights, amplifying first as wave number 4 mode followed by a
k = 3 mode. Note, that the wave developed in this model despite the fact that Rayleigh
friction instead of a gravity wave parameterisation was applied.

Exciting the QTDW via instability processes was also the aim of Merzlyakov and Jacobi
(2004). In order to generate unstable summer conditions, an additional mean zonal forcing
term was inserted near the westward jet core of a simple 3-D non-linear model. As the mean
zonal wind reached ~ —80m s !, a well pronounced wave developed with the properties
of a QTDW, a zonal wave number 3 wave with a period of 52.7 h. The amplitude of
the oscillation for the meridional wind showed the characteristic extension from equatorial
stratosphere/mesosphere to mid/high latitude mesosphere. The amplitude’s maximum in
meridional wind peaked at about 20m s~!. With increasing summer jets the amplitudes
grew up to 80 m s~!, while the periods shortened to 51.5 h.

The PhD-thesis by Schroder (2003) was concentrated on coupled barotropic-inertial
instability as a mechanism for the excitation of planetary waves, in particular the QTDW,
in the lower mesosphere. A horizontal 2-D spectral model was developed and applied to
mesospheric levels for instability analyses. The background wind was obtained from obser-
vational data and typical wind profiles were extracted which are able to excite barotropic
as well as inertial instability. The studies showed that an important factor of necessary in-
stability conditions turned out to be not only the absolute value of negative dq/dy but also
its relatively wide meridional extension. In such cases 2-day waves appeared in the calcu-
lations showing good accordance with the well-known properties of the QTDW. However,
this behaviour was only obtained for December/January conditions.

2.2.3 Coupling of Eigenmode and instability

The idea of a coupling between Eigenmode structure and instability led Salby and
Callaghan (2000) to use their model (Salby, 1981) to calculate the normal modes in a
new way. Complex frequencies allowed the modes not only to become neutral but they
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Figure 2.7: UGAMP results of amplitude of the 2-day wave under different gravity wave pa-
rameters («). Note that the lower boundary is at 48 km. Taken from Norton and Thuburn
(1996).

also were able to account for unstable interaction with the zonal mean flow. Under sol-
sticial conditions the wave amplified even in the troposphere. In the middle atmosphere
structures pointed to baroclinic instability processes. In addition, a joint appearance of
planetary wave activity in the winter hemisphere was found, whose transient behaviour in
particular was thought to trigger the amplification of the QTDW. However, the absolute
values of amplitudes in the wind and temperature fields exceeded the observed ones by a
factor of ~ 10.

2.2.4 Self-consistent excitation

The QTDW was accidentally discovered in a general circulation model for the middle atmo-
sphere by Hunt (1981). The model did not include any diurnal cycle for radiation processes
and neither orography nor a hydrological cycle at surface. By running it for perpetual Ja-
nuary conditions a very clear 2-day signal in the meridional wind was recognised showing
the strongest values of about 10m s~! at around 60°S. The oscillation was identified as
westward travelling with a zonal wave number of 3. The wave had a small phase variation
with altitude, and did not show any sign of baroclinic instability except for a region near
70 km. Even if not all results compared very well with observations it could be stated that
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the exclusion of the diurnal cycle indicated that tides do not necessarily pave the way for a
developing 2-day wave. The same applied for the omission of orography and hydrological
cycle.

Norton and Thuburn (1996) showed QTDW properties as coming from barotropic-
baroclinic instability processes. The UGAMP GCM (UK Universities Global Atmospheric
Modelling Programme Global Circulation Model) exhibit clear 2-day wave structures with
both wave number 3 and 4. While looking for the meridional gradient of g, the model
gave negative 0§/0y in coincidence with positive divergence of Eliassen-Palm flux which
is an expected pattern for instability. An important point of the work was that the wave
was strongly connected with the gravity wave drag parameterisation. No QTDW was
observed using Rayleigh friction instead of a gravity wave scheme because of an altered
mean circulation. Even a change in the scheme leading to more gentle wave breaking
reduced the amplitude of the 2-day wave by approximately a factor of two. A much more
extended study on this topic was published by Norton and Thuburn (1999). There the
simulations for northern summer were performed with three different strong parameters
causing the gravity waves (GW) to break (compare with Fig.(2.7)). Due to the impacts on
the wind and temperature fields it was stated that GWs are responsible for the changes in
stability of the zonal mean state, making it more or less susceptible of barotropic and/or
baroclinic instability.

In another study Salby and Callaghan (2003) investigated the assumption of planetary
wave activity being able to excite a two-day wave. For this purpose stochastic fluctuations
characterising tropospheric planetary wave structures were imposed at the lower boundary
in the winter hemisphere of a 3D primitive-equation model. After 50 days of calculation
the random fluctuations in the wave number-3 component gave a monotonically amplify-
ing signal reaching maximum values after 100 days. Frequency analysis showed a strong
peak at periods of 2.0-2.3 days indicating a westward propagating wave, even in the ab-
sence of instability. The wave structure itself resembled the Rossby-gravity mode obtained
from Salbys model. However, the results have to be interpreted carefully because a rapid
amplification, which is characteristic of a QTDW-event could not be shown within this
approximation.

2.2.5 Model studies

Palo et al. (1999) were interested in the effects the QTDW can have on the middle atmo-
sphere, in particular its ability to excite secondary waves. The 2-day wave was forced in
the TIME-GCM at the lower boundary (~ 35 km) under January conditions, together with
tidal amplitudes and phases obtained from the GSWM. Analysed frequency-wave number
spectra revealed a large number of secondary and tertiary waves, which were generated
from the interaction between tides and the QTDW. The 16 h and 9.6 h oscillations, refer-
ring to interaction with the DT and the SDT, respectively, showed strong responses. Tidal
amplitudes decreased down to 50% for the diurnal tide and 40% for the semidiurnal tide.
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2.3 Summary and open questions

This overview has shown, that the QTDW can be observed and analysed with strong
amplitudes shortly after solstice in the respective summer hemisphere, while during the
rest of the year the wave shows only small amplitudes. The meridional wind field has
its maximum above the equator but propagates well into mid latitudes in mesospheric
regions. Fields of zonal wind, temperature and geopotential exhibit a node at equator
and two maxima in mid latitudes, again with pronounced propagation conditions for the
summer hemisphere. As a result, the ratio of zonal to meridional wind grows from 0.5 at
the equator to nearly unity at middle latitudes. The amplitudes in all fields for the southern
hemisphere events are approximately twice as high as those for the northern hemisphere.

Not only zonal wave number 3 was observed but also £ = 4 and the wave period
appears to be shorter for the higher wave number. Another interesting feature is the
decreased period when the amplitude values are increased. The phase behaviour of the
QTDW was found to be quite ambiguous. Almost no phase tilt with height was reported
as well as increasing and decreasing phase tilts with height. Some observations reported
on phase locking behaviour to the tides. Further considerations of interaction between
tides and the QTDW found weaker diurnal tide amplitudes during strong QTDW events.
Wind reversals were found together with the onset of a QTDW event. In connection with
the appearance of the wave a high wind shear in the easterlies and a negative meridional
gradient of potential vorticity was often observed.

When looking for mechanisms of origin the Rossby-gravity wave mode (3,0) as a solu-
tion of Laplace’s tidal equations agrees in many cases with observations but cannot cover
all observed features of the QTDW, in particular the burst-like occurrence in summer.
Therefore, several kinds of instability processes - inertial, barotropic and baroclinic - were
subject of theoretical investigations and data analysis. Conditions of instability were often
found to arise at the same time as the QTDW amplifies. But again, no definite answer
could be derived. In some years barotropic instability in the southern hemisphere and
baroclinic instability in the northern hemisphere was found, or coupled inertial-barotropic
instability was found, however for some years no such process was found yet the QTDW
was present. The shortcoming of some instability studies was that they were based on
inserted, unstable wind fields, either obtained from observational data or introduced by
hand. Some unstable modes took to develope more than 50 days, altough a quick reaction
of the atmosphere is expected.

It has to be noted that only a few general circulation models showed the QTDW arising
self-consistently from the model design; most of them investigated the wave as being forced
from the surface as an Eigenmode.

A further conclusion made from the generation of unstable waves with different model
approaches is that a developing mesospheric instability does not necessarly need a tro-
posphere, but sufficient strong summer jets and the occurrence of a negative meridional
gradient of potential vorticity are required. However, upward propagating tropospheric
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disturbances such as, for instance, gravity waves may be responsible for a development of
horizontal or vertical gradients in the zonal mean flow, particularly for short timescales.

Thus, the large amount of studies on the origin of the QTDW revealed many details
but until now a complete description of the wave is missing. Furthermore, the knowledge
about the interactions of the QTDW with other disturbances in the middle atmosphere is
still sparse. However, only with enclosing information on all potential processes the wave
contributes to, an estimation is possible how a QTDW event developes and what it does
mean for the middle atmosphere.

Therefore, the mechanistic model COMMA-LIM will be applied to investigate the im-
portant processes in connection with the QTDW. The focus lies in dynamic studies, such
as the impact of the wave on the mean flow and its interaction with manifold middle
atmosphere waves. However, it will be difficult to give a final and complete description
of the wave using a mechanistic model, since the onset of sudden dramatic changes of a
mesospheric summer circulation will not arise self-consistently. Therefore, this circulation
has to be prescribed. On the other hand, an amplification does not necessarily have to be
related to another origin of the wave. The aim of this work is, through the investigation
of the QTDW in all important processes, to bring together the accumulated knowledge
of the wave using one model. This in turn will help to enhance the understanding of the
dynamics of the middle atmosphere.



Chapter 3

COMMA-LIM

3.1 Description of the COMMA-Model, the LIM Ver-
sion

3.1.1 Introduction

The Cologne Model of the Middle Atmosphere in the version of the Leipzig Institute for
Meteorology (COMMA-LIM) is a 3D mechanistic grid point model based on the primi-
tive equations on a sphere. In COMMA-LIM the troposphere is particularly considered
as a lower boundary with only 4 to 5 vertical grid points, with no hydrological cycle nor
orography. The so called primitive equations approximate the exact Navier-Stokes equa-
tions under the assumption of hydrostatic balance, a constant mean distance to the center
of the earth and omitted Coriolis terms involving the vertical velocity in the horizontal-
momentum equations (Phillips, 1966).

COMMA based on a hemispherical model for the stratosphere and mesosphere created
by Rose (1983). Jakobs (1986) extended the vertical domain on a global scale up to 150 km
geometric height. He also included thermospheric processes like ion drag, molecular heat
conduction and dynamical viscosity as well as dissipation through breaking gravity waves.
The parameterisation for gravity wave drag, which based on Lindzen (1981) was improved
by Grollmann (1992) through extensions obtained from Holton and Zhu (1984), which
allow the individual wave components to be absorbed by thermal damping and damped
by self-generated eddy diffusion. Later, a detailed radiation routine for solar heating and
infrared cooling was added by Berger (1994). It enabled the model to excite the solar
tides self-consistently. In Cologne, COMMA also was used for chemical studies in the
middle atmosphere, a chemical transport model was developed by Giinther (1995) and
Baier (2000) who built up an adjoint model (AMMOC) to assimilate ozone data. However,
for the following work in Leipzig, the chemical processes were omitted.

33
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Several improvements were made in the last years in the parameterisation of gravity
wave drag, radiative processes, heating/cooling due to atmospheric waves and turbulence,
as well as in the numerical realisation of the horizontal diffusion and filtering. New or up-
dated climatologies for ozone, water vapour and geopotential are included. In the following
the basic equations and some calculations for the updated parameterisations are described.

3.1.2 Numerical and computational properties

COMMA-LIM is a grid point model.

e The horizontal resolution of the earth is given in 36 latitudinal and 64 longitudinal
points, referring to a 5° X 5.625° mesh.

e The vertical domain consists of 48 layers extending from the ground up to 150 km
in geometrical height. As vertical coordinate the log-pressure system is used. The
logarithmic vertical coordinate is z = —H In(p/py) with H = Tkm as the scale
height and p, is the reference pressure at the lower boundary. The first grid point
lies at 1.421 km and Az = 2.842 km. The uppermost layer in log-pressure height is
therefore at 135 km.

e Time integration scheme The model equations are integrated numerically by using
the Leapfrog-scheme. This method calculates the value a at time step n+1 via central
differences from time step n — 1 and tendency term at time n, f(a,n)

Umn+1l = Omn—1 + f(am,n) : QAt, (31)
where
Um+1n — Gm—1,n
)= — ’ : 3.2
f(@mn) ¢ ( 2 Az ) (3.2

with ¢ as the phase velocity of the considered air parcel. To ensure stability of
the numerical solution the ’Courant-Friedrich-Levy’-criterion is applied which states
that ||c At]] < Az. It is important to note that in the leapfrog-scheme the even and
odd time steps are calculated independently from each other. For non-linear differ-
ential equations both solutions may diverge. Therefore, a numerical diffusive-scheme
is applied following Asselin (1972), which incorporates an approximate second-order
time filter into the time integration cycle. After each leapfrog step the filtering op-
eration is applied to the actual time step. With the filter parameter ¢ = 0.1, we
have

a’m,n = am,n + ‘S(am,n—l - 2am,n + am,n—|—1)- (33)

The time interval for the dynamic equations is At = 450s. Solar radiation, the
gravity wave parameterisation and the molecular conduction scheme are computed
hourly, whereas the infrared radiation scheme is solved every 6 hours.
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e The computation of horizontal wind, temperature and geopotential is carried out
on the grid points while the vertical velocity is calculated between them.

e The model initialisation is given by a temperature profile obtained from CIRAS6,
and a zero wind field. At the lower boundary a monthly climatology of zonal mean
and stationary planetary wave with zonal wave number 1 is incorporated into the
temperature and geopotential field. The differential radiation of the atmosphere
forces the circulation and a steady state is obtained after approximately 90 days.

3.1.3 Dynamics

Model equations

The prognostic equations for horizontal wind components are the Navier-Stokes-
equations, while the temperature is obtained using the first law of thermodynamics re-
spectively. Because, of hydrostatic assumption, the vertical velocity w is calculated diag-
nostically from hydrostatic and continuity equation and density is given by the gas law.
In principle, these are the same equations as used in the introduction (Egs (1.6) to (1.9)).
Additionally, the continuity equation is used to rewrite (1.6) to (1.9)) in flux form, which
ensures the compliance of the upper and lower boundary if the vertical velocity is treated
correctly there. And so we obtain

e D (weosd) o o)
ot a cosp O acosqS 0¢p uveos 0 0z Poti?
u 1 09
+ (f + atangb)v T Gcosd X + F, (3.4)
8_1) L 1 Ouv 1 0 9 (02 cosg) — lg( )
ot acosg O\ acosqﬁ 0¢ v cos Po 0z ek
u 1 0%
- (f+ Etanqb)u — —% + Fy, (3.5)
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The explanation of the symbols is given in the list of symbols. The first three terms
of equation (3.4) describe the advection of the zonal momentum, followed by the Coriolis
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force and pressure gradient. F) summarises the zonal dissipative and accelerating terms
which will described below. In analogy, the meridional momentum equation is built up.
The thermodynamic energy equation also shows the advective terms in its first row, and
the adiabatic heating and cooling as well as the contributions from absorption of solar
radiation and flux divergence of infrared emission in the second row. F; means the forcing
via turbulent diffusion and molecular heat conduction. Then follow the two diagnostic
equations: the continuity equation and the hydrostatic equation.

In appendix C Figures (C.1, C.2, C.3) show the different contributing parts of the
horizontal momentum equations and the thermodynamic equation on COMMA-LIM day
90.

Boundary conditions

In COMMA-LIM the lower boundary condition follows from the climatological dis-
tribution of the geopotential height at 1000 hPa. At this level 11-year averaged data of
geopotential height of zonal wavenumber 1 and 2 are included, derived from UKMO anal-
yses (Fedulina et al., 2004). The initial state of atmosphere is that of a quiet atmosphere
without wind and a given temperature profile from CIRA-86. Now, the first 90 days are
calculated only with daily averaged heating rates, so all of the internal sources of global
scale waves are switched off. In the end, we obtain averaged solutions of the given time
point as ug, vy, wy, Pg, Tp. And then, step-by-step the daily variances, which occur if the
earth is heated around the globe, are introduced with a characteristically time.

The surface of the earth, while a rigid surface in the geometric system, is moving in
the log-pressure system (Eliassen, 1949). If the earth’s surface is taken as the zero level
of geopotential, then the kinematic lower boundary condition for perturbations of the
geopotential due to internal sources at this surface is

D9’
Dt

=0 at z =0, (3.9)

where the operator D/Dt refers to the sum of local change and horizontal advection
D/Dt = 0/0t + Vg. Remember that z is the log-pressure height. Earlier versions of
COMMA used the condition &' = 0 at z = z for any wave generated by internal sources.
This condition does not allow the model to respond to the resonant modes as the real
atmosphere does.

In the new version the vertical streaming mass W = pyw in COMMA-LIM is calculated
after each time step via the continuity equation. At the lowest level, where W is calculated
between inclined levels, the equation is

Wi—05 = Wiios + AzpgVy - vy, (3.10)

where k is the number of the equation of prognostic changes, Vv the wind divergence on
horizontal surfaces. At the upper boundary the condition

WNK+0.5 = (0 where NK = 48 (311)
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is used. The equation at the lowest level is set to the height z = Az/2. In this way from
(3.10) we obtain at each time step the distribution of vertical velocity at z = 0.

Considering again the lower boundary condition (3.9), the geopotential field has to be
separated into ®(t) = &y + ®'(t), where @, refers to the steady state solution, and ®'(t)
stands for the sources distributed in the atmosphere (due to heating variability, instability,
or non-linear interaction of primary planetary waves) and the effects of these waves on the
quasi-steady state solution. The latter part of ®'(¢) varies slowly with time. The material
derivative of ®(¢) can be written as

DO 9%, OV(t)
Dt o
+ v(t)h-VCIJ(t)—i—w(t)%(t). (3.12)

The partial derivative in time of ®; must equal zero, but because of the introduced station-
ary planetary waves (SPWs) or other orographic effects the advective terms of the material
derivation of ®, are nonzero. However, D®'(t)/Dt = 0 at z = 0 is the natural condition
for tidal oscillations and other waves which are excited by some sources distributed in the
atmosphere. So, now we have in spherical coordinates

0o (t) _ Ug 8@0 Vo 6@0 RT()
ot |, _, = (acos¢ oN | a 0¢ + o H >
u(t) 9d(t)  v(t) 0d(t) RT(%)
(acos¢ T 96 +w(t)—H ) (3.13)

To obtain the tendency for ®(¢) at z = 0, we have to extrapolate linearly the variables
u, v, T from the above layers.

Gravity Waves

An important factor in the middle atmosphere are the upward propagating gravity waves
which break mainly in mesopause heights and deposit momentum and heat there. This
acceleration on the zonal mean flow causes a wind reversal and leads to a meridional
circulation, which in turn causes upwelling in the summer hemisphere and downwelling
in the winter hemisphere. Because gravity waves are far to small to be resolved in the
COMMA-LIM grid, and neither orography nor cloud convection is applied, they have to
be parameterised.

The gravity wave (GW) parameterising scheme is based on the approach by Lindzen
(1981), which states that wave breaking occurs when the isentropes first become vertical,
with 00/0z = 0, thus implying a loss of static stability and the onset of turbulence and
mixing (see also Andrews et al. (1987)). This assumption is improved taking into account
possible multiple breaking levels and wave propagation between layers where the wave is
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saturated, as well as heating/cooling effects due to GW dissipation. The parameterisation is
based on an analytical solution (WKB approximation) of the vertical structure equation for
the GW in the atmosphere with realistic arbitrary background wind and realistic radiative
damping. The Eddy diffusion coeflicient is estimated using the idea of GW breaking due to
instability proposed by Lindzen (1981). Appendix A describes the update on the Lindzen
based scheme, developed by A. Pogoreltsev.

Solar Tides and Planetary Waves

Solar tides are generated in the model directly by absorption of radiation (see next section).
A set of stationary (with zonal wave number m=1, 2) and travelling (the Rossby normal-
mode and Kelvin waves) planetary waves can now be introduced into COMMA-LIM. For
this purpose, the corresponding Hough functions as the latitudinal structure are calculated
after (Swarztrauber and Kasahara, 1985). These waves can be added as heating terms near
the tropopause level after COMMA-LIM day 90.

For each month 11-year averaged monthly mean UKMO assimilated data are included
in the geopotential height field at 1000 hPa (Fedulina et al., 2004) to insert stationary
planetary waves. This gives a different lower boundary conditions for each season and is
one of the main reasons for different summer and winter climatologies in each hemisphere
which otherwise would be approximately mirrored. In the current work only the stationary
planetary wave with zonal wave number 1 (SPW1) is included.

In table (3.1.3) the possible to be forced planetary waves are listed. Note that the
name of the waves and their period do not coincide in all cases. For instance, the 16-day
wave has a period of only 15 days, the 5-day wave instead is set to 6.5 days in the model.
The differences are given by the obtained solutions of the Laplace tidal equations and
the observed values of these waves. Further, the periods are chosen due to the resonant
response in the model calculation. For convenience we shall refer to the planetary waves
based on their analytically obtained period. The latitudinal structure of these Kelvin waves
has been calculated using the period to obtain the Hough-function, however these modes
are not resonant Eigenmodes of the atmosphere.

The resolved waves (solar tides and planetary waves) deposit a mechanical energy in the
atmosphere due to dissipation by molecular and turbulent viscosity, ion drag and Rayleigh
friction. A part of this energy is lost through radiation and/or generation of other waves.
The remaining energy has to be converted into heat. The viscous term in the energy balance
equation can be separated into the "flux” and ”dissipative” (always negative) parts. The
loss of energy (”dissipative” part) can be written as follows

H ou ov
G G+ (5,0 (3.14)

Ey =

where the dynamic viscosity p = iy, + pVe, lim is the dynamic molecular viscosity, and v,
is the kinematic eddy viscosity which is described here by the eddy diffusion D calculated
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Planetary wave Wave number Period (h) Hough mode
16-day wave (16DW) 1 “360 (1,3)
10-day wave (10DW) 1 -220 (1,2)
5-day wave (5DW) 1 -156 (1,1)
4-day wave (4DW) 2 -96 (2,1)
quasi 2-day wave (QTDW) 3 -52.5 (3,0)
slow Kelvin wave (SKW) 1 336

fast Kelvin wave (FKW) 1 168

ultra fast Kelvin wave (UFKW) 1 90

15-day wave (15DW) 1 360 (2,3)

Table 3.1: Properties of the planetary waves. The negative or positive sign at the period refers
to westward or eastward propagating waves, respectively.

in the gravity wave scheme. The molecular viscosity coefficient p,, is calculated using the
thermal conduction coefficient K,,, by Eucken formula derived from kinetic theory (Forbes
and Garett, 1979) with K,, = K,,0T?*/M, where K,,o = 0.015JK 'm~'s™! and M as
the mean molecular weight in atomic mass units:
J— Km
©0.25(9¢, — 5cy)

The coefficient ¢, is the specific heat at constant volume.

. (3.15)

The losses of energy due to ion drag and Rayleigh friction can be presented in the
following form
Efr = =Bt — B0, (3.16)
where () and S, are the combined ion drag and Rayleigh friction coefficients in the zonal
and meridional momentum equation, respectively.

The most part of this mechanical energy has to be converted into heat and we have to
include an additional heating term in the thermodynamic equation:

QM = _eM(‘Sv + ‘Sfr)/cp; (317)

where e, is the efficiency of the mechanical energy conversion into heat for the resolved
waves and the mean flow. In the present study ej; = 1 has been used.

Cooling/heating of the atmosphere by turbulence and molecular heat conduc-
tion

By accounting the temperature stratification of the atmosphere, the second term in the
right-hand side of the thermodynamic equation (A.28) can be written as follows
TH 19, DH H 129 HOT g.. kK, HOT g
D (bt o) = 2 p (o o4 Ly (L2 O
6 Hr pc, 0z Pr Hy 0z Hr pcy, 0z Hr 0z ¢ cHr "Hp 0z ¢

), (3.18)
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Figure 3.1: From left to right: eddy diffusion coefficient D, turbulent thermal conduction coeffi-
cient Kpc, 1p~1 and the dynamic molecular viscosity coefficient y,,p~! as used in COMMA-LIM.

where H = const and Hr(z) = RT/g is the scale height for the atmosphere with a
stratification of the temperature; K, = pc,D/Pr is the coefficient of turbulent thermal
conduction. It should be noted that there are several sources of turbulence, for instance,
shear instability of the mean flow, breaking of solar tides and planetary waves. It means
that in general K} # pc,D/Pr, where D is the eddy diffusion coefficient conditioned by
the GW breaking, but in practice there is a gap of knowledge and so we use D. We assume
that turbulence in the middle atmosphere is generated within relatively thin layers, and
the effective eddy heat exchange is weaker than eddy transport of momentum, i.e., Pr > 1
(Coy and Fritts, 1988; Gavrilov and Yudin, 1992). In the present study we accept Pr = 3.
In Fig.(3.1) the eddy diffusion coefficient D, the turbulent thermal conduction coefficient
K}, and the dynamic molecular viscosity u,, are shown. The latter two terms are weighted
to show the same dimensions as D.

The heating term @ in (A.28) contains also the heating per unit mass due to dissipation
of the turbulent energy £4/c, (Izakov, 1978), and we can write the thermodynamic equation
(A.28) in the following form

oT kT H 1 0¢ ¢ep+ey4

—+V.VT — = 4+ —— -C 3.19

ot TUE HTpcp82+ Cp Q-0 (3.19)
where the turbulent flux of heat ¢; and work against the buoyancy force €, are written as
follows:

To estimate the role of the heating due to dissipation of the turbulent energy ¢4, we consider
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the balance equation of the turbulent energy (Monin and Yaglom, 1975)

d

% =g, —¢€p—eq = (1 — Rif)es — eq, (3.20)
where e, is the turbulent energy per unit mass, €, is the source of turbulent energy due to
shear instability of the mean flow, and Ri; = €3 /¢, is the dynamical (or flux) Richardson
number (see Izakov (1978)). Under steady-state conditions de;/dt = 0 we obtain

_ 1— Rig,_

= 3.21
€d R'Lfc b, ( )

where the critical flux Richardson number Ris, = 1—¢4/€,. In this case the thermodynamic
equation can be written as follows:

oT kT H 1 0g £b
—+V.VT e - C. 3.22
ot * +wH Hr pc, 0z +chifc+Q (3.22)

Under stable stratification the divergence of the turbulent heat flux produces cooling of
the atmosphere, and equation (3.18) shows that the relative role of cooling/heating due
to turbulence depends on the value of the critical flux Richardson number. Measurements
show that for the earth’s thermosphere 0.2 < Riy, < 0.6 (Izakov, 1978). In the present
simulations Riy. = 0.4 has been used.

In the thermosphere the molecular thermal conduction plays an important role, and
we have to replace ¢; in (3.19) by ¢ = ¢; + ¢, where the molecular flux of heat g, can be
presented as follows:

B H or
dm = m HT EP .
K,, is the molecular thermal conduction coefficient, which is calculated by a semi-empirical
formula as already mentioned.

Parameterisation of the horizontal turbulent diffusion

To smooth the subgrid-scale motions, which occur due to physical and numerical reasons,
we now use the parameterisation of the horizontal turbulent diffusion suggested by Marchuk
et al. (1984) instead of the usually used Shapiro-Filter. In the simplest form the terms
describing horizontal diffusion in the zonal and meridional momentum equations can be
written as follows:

KH 82’& 8
FH — % 12 "1 = cos®p— — 2sin p— 2
v a? c0s290[82)\ + ) €08 g08<,0(cosg0) Sm“’aA]’ (3.23)
Ky .0*v 0 0, v . Ou
FH— _— 2 [— 4 — cos®p— 2 — .24
v a? 0082g0[62)\ + %) €08 <'08g0(cos<p) + SlwaA]’ (3:24)
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where Ky is the horizontal diffusion coefficient. The corresponding term in the energy

equation is:
Ky . 0°T 0 oT

FH = — — —)]. 3.25
T 62)\ +COSSO8S0(COSSO690)] ( )

a? cos? go[
In our simulation we use the height dependent horizontal diffusion coefficient

zZ — 20

Ku(z) = [1.25 + 0.75 tanh( )]106 m%s™ ", (3.26)
where z is the altitude in kilometers and zp=40 or 60 km (referring to strong or weak
coefficient of the horizontal diffusion in the stratosphere). In the present work zo = 60 km.

Additionally, to suppress the motions with small unresolved vertical scales, a weak ver-
tical bi-harmonic diffusion is introduced in the model, which practically does not influence
the considered large-scale waves and the mean flow.

Ion drag, Lorentz deflection, and Rayleigh friction terms

In the lower thermosphere (the dynamo-region of the ionosphere) interaction between the
ionised and neutral components can substantially influence the large-scale neutral gas mo-
tions. If ionised particles move in the earth’s magnetic field they underlie the Lorentz force
and are able to propagate freely only in the parallel direction to the magnetic field. Thus,
in zonal direction the ionised gas acts as a stationary medium that decelerates the neutral
gas moving in this direction. Also, the deflected ionised gas exerted by Lorentz force leads
to a compensation of Coriolis force in the propagating neutral gas. To take into account
this interaction, we have to include the electromagnetic force ¢! [j x B] into the momentum
equation, where c is the speed of light, B is the geomagnetic field, and the electric current
density j can be presented as follows:

j=o00(E'-B)B/B} + 0:B x E' x B/B; + 0,B x E'/ By, (3.27)

where E' = E + ¢ [V x BJ; 0y, 01, and o, are parallel, Pedersen, and Hall conductivities,
respectively. Note, that V is the horizontal wind field. Assuming E=0 (the electrostatic
electric field assumed to be negligible) and using the geomagnetic field in the form of mag-
netic dipole B = {B,, By, B,} = By{0,cos /(1 + 3sin® )12, —2sin /(1 + 3sin® )'/2},
we obtain the ion drag and Lorentz deflection terms, which can be presented as addi-
tional Rayleigh friction coefficients in the zonal and meridional momentum equations and
correction to the Coriolis term, respectively

o183 o1B24 sin? ¢

rA — Pr s ro = Pr . s 3.28
Prr=Pr ¥ pc? Pro =P +pc2(1+3sm2g0) (3.28)
and
B2 2si
20singp — > o0 — 220 =SNY sin . (3.29)
pc2 /1 + 3 sin® ¢
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Figure 3.2: A) Rayleigh friction S,) with correction term for ion drag in zonal direction, and
B) in meridional direction f,4. C) Lorentz deflection, D) Newton cooling coefficient «, and E)
Rayleigh friction 3, as used in COMMA-LIM. Units are given in 1076 s~
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Daily averaged profiles of Pedersen and Hall conductivities are calculated as averaged over
low latitudes (—45° < ¢ < 45%) using empirical models of the thermosphere and ionosphere
and standard expressions for collision frequencies (Pogoreltsev, 1996).

The background Rayleigh friction coefficient 3, is introduced to parameterise the loss of
energy due to non-linear interaction of the mean flow and resolved waves with other waves,
which are not taken into consideration. The role of the non-linear processes increases with
altitude (McLandress, 2002), and we use an analytical formula to account for this effect:

Z— 2
20

where z and z, are defined as aforementioned (compare with Eq.(3.26)) but represent
strong or weak Rayleigh friction coefficient in the stratosphere. In Figure (3.2) the terms
Bras Breo, 0aBoB,/p/c?, a and B, are displayed. Note, that the horizontal diffusion coeffi-
cient Ky has the same profile as j,.

B(2) = [1.25 + 0.75 tanh( )]1076 571, (3.30)

3.1.4 Radiation
Heating due to absorption of solar radiation

An important assumption for radiative calculations is the plane-parallel approximation,
which neglects the curvature of the earth and reduces in this way the properties of the
medium and radiation field to only the vertical dependence. In the middle atmosphere this
condition is well satisfied because there are not such large horizontal inhomogeneities as in
the troposphere. But at large solar zenith angles 6y, a correction must be applied. Because
of the earth’s curvature, solar radiation can reach the upper atmosphere even if the sun
is below the horizon. In this case we use Chapman functions to evaluate the integral of
the optical depth (Berger, 1994). An outline on the calculation of rates of absorption and
emission is given in Appendix B.

Heating of the most important gases as water vapour, carbon dioxide, ozone and oxygen
and nitrogen is considered and calculated in the routine after Strobel (1978).

1. The water vapour field was extracted from the NCEP/NCAR data between 1000 and
300 hPa levels and the climatology was separated into 4 time-harmonics to describe
the seasonal behaviour of this component in the troposphere. In the vertical an
analytical decreasing with height function obtained empirically is applied. Heating
due to absorption of H,O is adjusted according to Liou (1992). Rayleigh scattering
and surface reflection are taken into account for heating of H,O. The heating rates
are divided into 6 frequency intervals with the central wavelengths of 0.94um, 1.1um,
1.38um, 1.87um, 2.7um and 3.2um.

2. Carbon dioxide is assumed to be equally distributed up to ~ 80 £m and to decrease
above, the volume mixing ratio is set to 360 ppmV’; but CO; gives the most sub-
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Figure 3.3: Volume mixing ratios of Ny, O2 and O

stantial contribution to heat in the troposphere and lower stratosphere because its
absorption is strongly dependent on the pressure ratio. Again, the heating rate of
COy is adjusted according to Liou (1992).

3. Ozone clearly dominates stratospheric heating but has a secondary maximum in
the mesosphere. Ozone data are used from the Berlin climatology (Fortuin and
Langematz, 1995) and combined with new satellite data from GOME (Global Ozone
Monitoring Experiment) by I. Fedulina. The GOME data were averaged from 1996-
2002. Monthly means are used. In Figure (3.4) the ozone distribution is displayed
for July conditions. Ozone absorbs the solar flux in the

e Herzberg band (205-242 nm) at around 40-100 km height,
e Hartley band (200 -300 nm) between 30 - 100 km,
e Huggins band (300-350 nm) between 20 - 100 km,
e Chappius band (450-700 nm) between 20 - 60 km.
4. Atomic and molecular oxygen are given as climatological globally averaged profiles
of the volume-mixing ratio. In the thermosphere atomic oxygen becomes much more
important (Figure 3.3). O, absorption takes place in the stratosphere together with

O3 in the Herzberg band but the strongest absorption occurs in lower thermospheric
heights. There
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Figure 3.4: Ozone climatology for July.

e the Schumann-Runge band (175-205 nm),
e the Schumann-Runge continuum (125-175 nm) and
e the Lyman-« line at 121 nm

are the main absorption bands. Additionally, in the EUV range from 5-105 nm
molecular oxygen plays a role together with atomic oxygen.

5. Nitrogen is a radiative unimportant gas, the absorption is nonegligible only in the
thermosphere. Nitrogen absorption in the EUV-bands is taken into account.

6. Two processes of chemical heating due to recombination reactions of Oy and O3 are
added to the radiation routine according Riese et al. (1994):

O+0+M—-0, + M
O+ 0 + M—0; + M.

In order to take into account the energy losses because of low frequent collisions between
molecules above ~ 70 km, the approach suggested by Mlynzak and Solomon (1993) was
incorporated into the routine. In Figure (B.1) the different heating rates are displayed.
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Cooling due to infrared radiation

Infrared radiation is the terrestrial radiation flux, which balances the solar flux in the

atmosphere. For more details the reader is also referred to Appendix B or to Andrews
et al. (1987); Lange (2001).

In the upper atmosphere at around 70 km the local thermodynamic equilibrium breaks
down because the mean free path length of molecules becomes more and more larger and
the Boltzmann distribution is not longer valid. Then, the source function departs strongly
from the Planck function so that non-LTE formulations have to be applied.

The most important gas components responsible for IR cooling/heating are HoO, CO,
and Os. Again,

e water vapour is relevant especially in the troposphere. The 6.3 um band with 9
intervals are calculated. The parameterisation follows formulations by Chou et al.
(1993).

e Ozone contributes to cooling mainly in the 9.6 um-band in the upper strato-
sphere/lower mesosphere. The cooling rates are calculated after a scheme developed
by Fomichev and Shved (1985).

e Carbon dioxide absorbs IR radiation in the 15 um band in the troposphere as well
as in the stratosphere and mesosphere/lower thermosphere under LTE and non-LTE
conditions. Now in COMMA-LIM also exists a parameterisation for the troposphere
following Chou et al. (1993). The processes in the middle and upper atmosphere
are described by Fomichev et al. (1998); Ogibalov et al. (2000). Details are given in
Lange (2001).

e NO is currently not considered in COMMA-LIM.

The cooling rates are displayed in Fig.(B.2). The bottom panels show the contributions
of COy and H5O in the troposphere and lower stratosphere. The water vapour exhibits two
minima arising from surface fluxes in the summer hemisphere. Carbon dioxide IR-radiation
absorption contributes to weak heating in the troposphere, whereas the 15 ym-band leads
to strong cooling in the upper atmosphere.

There are two possibilities in COMMA-LIM to calculate the cooling processes. Either
with an explicit longitudinal dependence - which means the temperature dependence - or
as a fast longitudinal independent scheme, which is corrected by Newton cooling processes
of planetary waves and tides. In this work, the latter method is applied.

The climatology of the middle atmosphere simulated with COMMA-LIM is presented
and discussed in appendix C for the month of July since all following calculations are done
for northern hemisphere summer conditions.
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Results

4.1 The QTDW in the COMMA - LIM model

The following section describes and discusses the numerical experiments performed with
a QTDW forced from the ground and its development and propagation into mesospheric
heights. All experiments were carried out under July conditions. After the steady state is
obtained, the tides and the travelling planetary waves are included and established within
30 days. Afterwards, the 30 days of July were recorded in a consecutive order, usually with
a 4-hourly output.

In order to obtain a picture of how the QTDW propagates and behaves in the model
we have to analyse the wave from the data. The method of the least squares is used in
order to extract the wave numbers in time series. The time series of the wave number
then is again subject to the least square method in order to calculate the response of the
estimated frequency of the wave.

4.2 Steady forcing as an Eigenmode

The quasi two-day wave was inserted into the model as a heating disturbance per unit
mass at around the tropopause level. The forcing itself was smoothed in the vertical with
an exponential factor F' and the disturbance term hoq4, was defined by the properties of

the wave:
hoaw = A®(P) F(2)cos(kr — wt) (4.1)

where F(z) = exp[—g%ﬁ] with z in km, A is the amplitude scaled to produce the ob-
served values, ®(¢) represents the latitudinal structure of the wave, obtained from Hough-
mode calculations for the Rossby-gravity wave (3,0) (Swarztrauber and Kasahara (1985),
see also Fig.(4.1)). The zonal wave number is given by k = 3, x = 27A/360°. Within the
angular frequency w = 27/T the period T = 52.5 h has been chosen, as this period gives

48
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Figure 4.1: Hough-mode for the temperature disturbance of the QTDW. Values are non-
dimensional.

the resonant response in COMMA-LIM. The first experiment was a control run of July
conditions including only the SPW1 (case 1.A). The second run included the steady forced
QTDW (case 1.B).

In Fig.(4.2) the amplitudes and phases of the QTDW in the wind, temperature and
geopotential fields are displayed. The main characteristic is the maximum of the meridional
wind above the equator while the other variables show maxima in both hemispheres -
more pronounced in the summer hemisphere - and a node at the equator. This behaviour
is typical for a Rossby-gravity wave with asymmetric mode (Johnson and Killeen, 1995),
which is confirmed by the displayed phases. However, the phase structures only show
vertical wavelengths of about ~ 60 — 70 km, where more than 100 km were expected. The
meridional amplitude shows a maximum in the equatorial mesosphere which is twice as
strong as that for the zonal wind. With increasing latitude towards the north pole both
wind components become comparable in magnitude. All amplitude fields show a well-
pronounced propagation into the summer hemisphere and a suppression of the wave on the
winter side. When compared to the plots obtained by Salby (1981) the wave matches all
characteristic properties, however, the absolute values of amplitudes are smaller.

The way in which QTDW-structures propagate around the globe is shown in Fig.(4.3)
in a polar stereographic plot of the northern hemisphere. In order to display the behaviour
of the wave in a times series, only the wave number 3 pattern for meridional wind has been
used. The terdiurnal tide, which is not separated at this stage of analysis, was excluded by
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Figure 4.2: Amplitudes (top) and phases (bottom) of the QTDW with wave number 3, and
period T = 52.5 h for zonal and meridional wind, temperature and geopotential.
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Figure 4.3: Time series of meridional wind structure for wave number 3. Outer circle: 10° N.
Negative values are shaded.

chosing a lower mesospheric height level. The minimum at 180° W in the upper left panel
moves westward - clockwise - and accomplishes as expected 90 ° after 36 hours.

Fig.(4.4) demonstrates further properties of the Rossby-gravity wave. The QTDW-
geopotential field shows alternating regions of high and low geopotential height with respect
to the equator. There, the horizontal wind perturbations flow clockwise if the geopotential
high is at the northern hemisphere and anticlockwise if there is a low. On the right panel a
longitude-height cross-section at 30° IV is shown for the stratosphere and mesosphere; neg-
ative temperature perturbations are shaded. Note the coincidence of positive temperature
and positive (northward) meridional wind highlighting the transport of warm air north-
wards and cold air southwards. The westward travelling QTDW also shows a westward
tilt with height as is characteristic of westward travelling Rossby-waves.

Fig.(4.5) displays the divergence of Eliassen-Palm flux F = (0, F?, F?) in the left panel
using spherical coordinates:

0 oF*
]
(F? cosg) + 55

V-F = (acosp)™ 99

(4.2)
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Figure 4.4: Left panel: Longitude-latitude cross-section of geopotential and horizontal wind
fluctuations for the QTDW. Negative values of geopotential height are shaded. Right panel:
Longitude-height cross-section for temperature and meridional wind perturbation, with shaded
negative temperature values.
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Figure 4.5: Left panel: Force per unit mass due to divergence of Eliassen-Palm flux exerted by
the QTDW. Negative values are shaded. Right panel: Eliassen-Palm flux vector with enhanced
vertical component (F, - 100) to highlight the upward propagation direction. July mean.
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Figure 4.6: Resulting zonal acceleration exerted by the QTWD.

with the vector components in spherical coordinates

7T
F? = pacoso (u; Ue_ — v'ul), (4.3)

z

1 v g
acos¢(ﬂ608¢)¢] 7

F* = poacoso {[f — — w'u'}. (4.4)

The EP-flux divergence is mapped as force per unit mass and the vector components
are also depicted as fluxes per unit mass. The QTDW exerts mainly a negative acceleration
of up to 7m s~ d~! on the summer mesosphere. An eastward acceleration exits only in the
tropical winter mesosphere. The zonal wind amplitude plays the main role in the positive
acceleration. The structure of the zonal wind amplitude — 2 maxima at low latitudes and
a minimum at the equator — leads to an interaction with the meridional wind disturbance
which produces several intense cells of the meridional momentum flux v’ v/ with alternating
signs and leads therefore to strong gradients of the latter. This pattern is responsible for
the positive acceleration because the eddy heat flux divergence is of negligible magnitude
there. A comparison of Fig.(4.5) with observational data (see Fig.(2.5)) for a southern
hemisphere wave event reveals that the structure as well as the order of magnitude of flux
divergence are very similar.

Regarding the EP-flux vector itself, it turns out that the wave fluxes are divided into
summer and winter branches. The vertical component F? was multiplied by a factor of
100 to highlight the upward direction. At the winter low latitudes the fluxes are directed
southwards and weakly upwards throughout the mesosphere and lower thermosphere. The
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Figure 4.7: Plots of the July climatology (zonal and monthly mean) with and without QTDW
(1.A - 1.B) left: zonal wind difference, middle: meridional wind difference, and right: temperature
difference.

summer hemisphere shows fluxes emanating upwards and northwards as well as equator-
wards. Along a region tilted from the equator at 70 km to 30° N at 100 km a strong
convergent pattern can be recognised indicating dissipation processes of the wave ampli-
tudes just above their maxima.

In order to estimate the resulting zonal acceleration all terms of the zonal momentum
equation of the transformed Eulerian mean have to be calculated in spherical coordinates

ou ., |(ucosd)y ou o  V-F
T lia coss X =— (4.5)

0z Po @ cos¢’
with the residual mean meridional circulation, where wave driven parts are removed from
the mean velocities

—f] +w*

vt = 0—py (pov''/8s). (4.6)
W+ (acosd) ' (cospv'0'/0,),. (4.7)

|
*
|

The frictional processes that contributed to the drag X are breaking gravity waves,
molecular and eddy viscosity, Rayleigh friction and turbulent diffusion. Fig.(4.6) shows
that the structure of the resulting zonal acceleration resembles the EP-flux-divergence pat-
tern. Thus, the residual mean meridional circulation is almost balanced by the frictional
processes. The QTDW intensifies the westward jet in the summer mesosphere at ~ 60 km.
There is a second negative maximum in the lower summer thermosphere. The local mini-
mum between the two maxima of westward acceleration might be caused by the eastward
acceleration due to breaking gravity waves.
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The difference between the control experiment (1.A) and the experiment that includes
the QTDW (1.B) is displayed in Fig.(4.7). The left panel shows that the mesospheric
summer jet at low-to-mid latitudes is enhanced in accordance with the results of EP-flux
divergence. Also the differences in the wind reversal at the subtropical MLT region show
that a QTDW intensifies the circulation. However, the occurrence of both positive and
negative differences pointed to a tilted and shifted wind reversal at the summer MLT.
The positive change in the meridional wind of about 2m s~! in the summer mesopause
represents an enhancement of 25% since the mean meridional wind in COMMA-LIM is
about —7 to —8m s~!. The increased meridional transport towards the south results in a
colder polar summer mesopause as indicated by the positive difference of ~ 1 K there. The
negative cell below may stem from dissipative processes due to QTDW wave breaking.

4.3 Transient forcing

Since the QTDW is known to show a very transient behaviour (e.g. Wu et al. (1996),
Thayaparan et al. (1997) and Fritts et al. (1999)), this study analyses the extent to which
a transient ”Eigenmode - QTDW?” is able to exert an influence on the mean flow in com-
parison to a steady wave. According to the theory, the acceleration of a transient wave on
the mean flow must be stronger. It is important to note, that on a monthly mean basis,
the differences become negligible, given the condition that the transient wave amplitude
oscillates around the level of the steady wave. Therefore, increasing and decreasing wave
amplitudes over a relatively short time-scale and the consequences of this were the subject
of investigation.

Listing Experiment
1.A control run including the SPW1
1.B run including the steady forced QTDW
1.C run including the transient forced QTDW
1.D run of 60 days for July 1 including the steady forced QTDW
1.E run of 60 days for July 1 including the transient forced QTDW

Table 4.1: Overview of the experiments.

In order to carry out this numerical experiment several calculations were performed (see
also table(4.1)). The first was again the control run of the undisturbed July atmosphere
including only the SPW1 (case 1.A). The second run was performed with the additional
forcing of a steady quasi two-day wave as was explained in the previous section (case 1.B)
while the third included the transient forced wave (case 1.C). Further experiments tested
the transient and steady wave for 60 days under fixed summer conditions (case 1.D and
1.E). In order to obtain an insight into the time dependent behaviour of the wave the
frequency analysis of the time series with 4-hourly output for one month was subject to a
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Figure 4.8: Time-height cross-section at 32° N for the transient (case 1.C) and steady QTDW
(case 1.B) in the zonal wind.

sliding window of a 6 day interval moving in a one-day step. Therefore, only 25 days can
be presented and values are shown for the centre of the interval.

The transient wave starts with a lower amplitude and oscillates in a sine-quadratic-form
around the steady state amplitude-level in order to ensure that the energy input at the
tropopause of both waves is the same. The oscillation is forced twice during the 30 days
of July, peaking firstly at the tropopause level around day 8 and subsequently ~day 24.

The transient forcing as well as the steady behaviour of the QTDW-amplitude of zonal
wind are presented in Fig.(4.8) for summer mid-latitudes, where the zonal wind amplitude
has a maximum. The double peak of tropopause forcing is well depicted in the left panel.
The transient signal needs approximately 14-15 days to propagate into the mesosphere, but
within the mesosphere the upward propagation takes only two days. In the thermosphere
both transient and steady wave amplitudes decrease rapidly with height, however the
steady QTDW amplitude extends higher than the transient amplitude does. The reason
that the transient QTDW is not well established at these heights is due to the non-steady
nature of the mean flow itself.

In order to estimate the different behaviour of both experiments, days 21 to 27 have been
averaged since at this time the transient wave peaks firstly in the MLT region. The Fig.(4.9)
shows in the top panels horizontal wind amplitudes for the transient forced QTDW. The
pictures below plot the difference of the steady and transient case. Negative values in-
dicate stronger transient wave propagation. At height levels up to 100 km the difference
structure highlights the regions where the transient QTDW shows local maxima - in the
lower stratosphere and in the mesosphere - and a minimum in the upper stratosphere. The
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Figure 4.9: Top: Amplitudes of QTDW in zonal and meridional wind for transient forcing
averaged from day 21 to day 27. Below: The differences between the steady QTDW and
the transient QTDW are shown for the same time period.

positive values in the lower thermosphere show the more established steady QTDW.

If one compares the mean zonal wind for experiment 1.B and experiment 1.C' (see
Fig.(4.10)) for the same time period the differences proved to be relatively small. However,
at the summer hemisphere low-latitudes, where the wave propagates, a positive difference in
the westward jet is shown which means a stronger westward wind for the transient case. The
negative difference above indicates weaker eastward wind. Please note that this difference
reduces in magnitude if a monthly average is taken since the transient wave establishes
very slowly in the mesosphere. However, a time average of two completed oscillations in
the middle atmosphere during experiments 1.D and 1.E gives a similar pattern even with
reduced absolute values ( see Fig.(4.11)). This means that two effects compete against
each other - a transient QTDW exerts a stronger impact on the equatorial mean flow but
the middle atmosphere behaves relatively resistant to change.

In order to gain a detailed view of the time dependent behaviour at the summer tropics,
the zonal mean wind, the meridional wind amplitude of QTDW, and its force per unit mass
due to divergence of Eliassen-Palm flux, are considered. Fig.(4.12) shows a comparison of
the time series of the three aforementioned terms at 2° N, 58 km, where the strongest
differences occurred. First let us consider case 1.C with the transient QTDW. In the
top left panel the force per unit mass due to the divergence of Eliassen-Palm flux shows
its minimum occuring just before the QTDW-amplitude in meridional wind reaches its
maximum (bottom panel). This time delay can be explained by the behaviour of the
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Figure 4.10: Left: Latitude-height cross-section of zonal mean wind for the experiment
with transient forced QTDW (1.C). Right: The differences between steady and transient
forcing. Values are averaged over days 21-27.
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Figure 4.11: Latitude-height cross-section of zonal mean wind difference for the case 1.D
and 1.E. Values are averaged over days 18-48.



4.3. TRANSIENT FORCING 29

RUN 1.C, TRANSIENT QTDW, 2 N, 58 km RUN 1.B, STEADY QTDW, 2 N, 58 km

*Z’M - .

DIV(EPF)
DIV(EPF)

4 6 B 10 12 14 16 18 20 22 24 26 28 4 6 B 10 12 14 16 18 20 22 24 26 28

e

4 6 8 10 12 14 16 18 20 22 24 26 28 4 6 8 10 12 14 16 18 20 22 24 26 28

<U>
L
NN NN —
SRN88=

<U>
IR
RO O R O R
oo~ N O

V(2DW)
V(2DW)

4 8 12 16 20 24 28 4 8 12 16 20 74 28
DAYS DAYS

Figure 4.12: Synoptic view of the following parameters for the transient wave (1.C) and steady
wave (1.B) experiments. Top panel: acceleration on the mean flow in ms~!'d~!, middle: zonal

mean wind in ms™!, bottom: amplitude of the QTDW in meridional wind in ms™.

zonal wind amplitude, which amplifies earlier at this height. So the meridional momentum
flux w/v' as the dominant term in the EP-flux divergence at these coordinates is shifted
between the two wind disturbances. The wave exerts a westward (negative) acceleration
on the mean flow, which leads to the observed increase in the westward jet strength. The
overall view of the QTDW-amplitude of meridional wind and zonal mean wind reveals the
increase in the westward jet just after the increase of the QTDW amplitude around July
21. The resulting change in the background flow amounts to ~ 8 ms~! from day 8 to day
24. The amplitude change of the QTDW is ~ 10ms~!. In comparison, the steady forced
wave (case 1.B) represented in the right panels of Fig.(4.12), shows only a weak increase in
westward acceleration on the mean flow during July (< 0.5ms *d~'). This results partly
from further establisment of the wave and partly from changing background conditions
during the progressing season which allow better propagation of the QTDW. Only a small
change in the zonal mean wind exists with a typical decrease in the westward jet towards
the end of the month. The wave itself undergoes a change of about ~ 3 ms~! under steady
forcing.

To summarise, it could shown, that a transient QTDW exerts a stronger acceleration on
the mean flow than the forcing with a steady wave. The most intense effect of a transient
QTDW was found around the equator extending into both hemispheres. If a transient
wave is propagating upwards for the first time the change in zonal mean wind amounts to
a maximum of ~ 8 —10ms~! . In this region the wave attenuates the seasonal change in the
middle atmosphere where the sun drives the circulation towards weaker jets in the course
of summer. However, if a transient wave is able to establish within 60 days its impact
on the mean circulation is strongly reduced because the atmosphere is able to adjust to
a regularly amplifying phenomenon. This impact is however itself larger than that of
the steady QTDW. On the other hand, in a real atmosphere transient processes may not
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reach the level of a balanced interaction between wave and mean flow, thus the processes
connected to the primary appearance of disturbances in the middle atmosphere might
be more important. These results indicate that some observed features of atmospheric
dynamics might be explained not only by the existence of planetary waves but also by
their special behaviour in the course of a season.

4.4 Interaction with gravity waves

Gravity waves play a crucial role in the dynamics of the atmosphere. These waves are
necessary for the QTDW to be able to propagate upwards into the MLT region.

Listing Experiment
2.A run with steady forced QTDW using only Rayleigh friction
2.B run with steady forced QTDW and increased GW amplitudes
2.C run with steady forced QTDW and decreased GW amplitudes

Table 4.2: Overview of the experiments.

The way in which the gravity waves and their impact on the mean circulation are
parameterised is described in detail in Appendix A. Gravity waves are responsible for
the wind reversal at mesopause heights as shown in Fig.(C.5). The imposed eastward
acceleration on the summer westward jet leads to a meridional circulation, which in turn
causes upwelling at the summer mesopause and downwelling at the winter mesopause,
leading to the temperature anomaly in polar mesopause heights.

In order to show the importance of gravity waves in middle atmosphere dynamics a
numerical experiment (2.A) was carried out using Rayleigh friction only. The derived
zonal mean wind and temperature are depicted in Fig.(4.13) and should be compared with
Figs.(C.5) and (C.4). Both jets reach values of up to +130m s~ and no wind reversals
appear at mesopause heights. The jets are only closed due to strongly increased Rayleigh
friction at the upper boundary. The polar summer mesopause temperature in the bottom
panel of Fig.(4.13) is ~ 30 K higher than in Fig.(C.4).

The very strong westward jet prevents the QTDW from propagating upwards.
Fig.(4.14) shows the highly different amplitudes of the QTDW, peaking at much lower
altitudes and decelerating in the mesosphere. If the winds are slowed down under the
inclusion of the gravity wave parameterisation the QTDW is able to propagate higher be-
cause their critical line, where the zonal mean wind matches the wave’s phase speed, rises
or even vanishes. In this fundamental way, through decelerating the mesospheric jets and
imposing a reverse circulation, gravity waves provide a vertical path for planetary waves.

However, gravity waves are in turn influenced by planetary oscillations such as tides
and planetary waves. Fig.(4.15) depicts on the left side the acceleration and heating rate
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Figure 4.13: July mean of zonal wind and temperature under exclusion gravity waves.

QTDW, ZONAL WIND (m/s) QTDW, MERIDIONAL WIND (m/s)

2!

s =)

~
S

~ = o =
S =1 S S
=3
=3

LOG—PRESSURE HEIGHT, km

~a
S

0 0

0S 9N 90s 90N

QTDW TEMPERATURE (K) QTDW GEOPQTENTIAL HEIGHT (m)
1 zo\f\jzo 20
1 20, \—
120 120
o (V6 == 6 2
ol v & 40lgp) C/
£ 100 0 0 100 ‘Wo\
- 40 20
5 1 1 20
o 80 1 80
o
o 2
2 50 ? 60
2
%
i N @ 20
T 40
b 40 3 10 Q
S
20 1 . 20
> T 20
%s 60S 308 £o 30N 60N s oS 605 308 £ 30N 50N 90N

Figure 4.14: Amplitudes of QTDW forcing using Rayleigh friction only.
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Figure 4.15: Left side: Acceleration and heating rate due to breaking gravity waves for case 1.B.
Right side: differences between case 1.A and 1.B. Note, that COMMA-LIM day 120 is applied,
i.e. after the establishment of tides and QTDW.
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Figure 4.16: Acceleration and heating rate due to breaking gravity waves for case 2.B (left) and
2.C (right). Please note, that COMMA-LIM day 120 is applied, i.e. after establishing of tides
and planetary waves.
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Figure 4.17: Latitudinal distribution of July-mean gravity waves for case 1.A (solid line), case
2.B (short dashed line) and case 2.C (dotted line), averaged over 6 waves with different phase
speeds. Amplitudes are given in terms of vertical velocity. Please refer to Appendix A for further
explanation.

due to GWs on day 120 of COMMA-LIM calculations (experiment 1.B). The right side
presents the differences between the control run (1.A) and the steady forced QTDW. The
plots show, that the QTDW leads to a striking increase of GW-acceleration and heating
rate. Thus, the westward acceleration the QTDW imposes on the mean flow causes a larger
GW induced acceleration. In this way GWs grow at the expense of the QTDW. Please
note, that the drag is generally smaller than in Fig.(A.2) because the tides on day 120
reduce the GW related acceleration.

Further investigations into the influence of GW drag on both the mean flow and the
QTDW used GW-amplitudes of different strengths (2.B and 2.C). While the standard
amplitudes of the gravity waves have on average a speed of ~ 2.1¢ems™! at the equator
(see Fig.(4.17)), the large-amplitude GWs were forced with ~ 2.7c¢m s~ and the small-
amplitude GWs were set to a speed of ~ 1.5 c¢m s~!. Note that these are mean values since
the amplitudes of the gravity waves vary according a spectrum formula (see Appendix
A). The sources of gravity waves are assumed to be topography, convection, generation
due to wind shears or frontal processes. Since the latter three sources change as the
weather changes in the troposphere this must have an effect on the size and distribution of
breaking gravity waves in the mesosphere. However, climatological values for amplitudes
and distribution of gravity waves as used in our parameterisation are not able to simulate
the highly variable situation under which gravity waves are generated. Therefore, two
experiments of large and small sized GW amplitudes were carried out as examples in order
to study how the atmosphere might react to the different possible conditions.
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Figure 4.18: Top panels: July mean of zonal wind for small- and high-amplitude gravity waves.
Bottom panels: the subsequent QTDW amplitudes of the meridional wind component.

Fig.(4.16) shows the GW induced drag for experiment 2.B and 2.C. The larger the
GW-size at the excitation level, the lower the heights of which the gravity waves reach
their critical size and break. On the other hand, small GW-amplitudes cause very high
propagating gravity waves that have a minimal effect on the mean flow in the mesosphere.
The increased jets lead in turn to stronger acceleration if the waves break higher in the lower
thermosphere. An increase in GW activity leads to weaker easterlies at low latitudes near
the stratopause. These changes in the general circulation near the equator modify QTDW-
propagation conditions into the northern hemisphere MLT. Fig.(4.18) shows the zonal mean
wind and the meridional wind amplitudes of the QTDW for the two experiments. Case
2.B leads to strongly reduced jets allowing the QTDW to penetrate higher into the MLT
region. The vertical propagation of the QTDW for case 2.C stops at altitudes where the
easterly jet core exceeds values of 60 m s~ which is approximately the phase speed of the
QTDW at mid-latitudes.

The role of gravity waves in connection with the QTDW was studied by Norton and
Thuburn (1996, 1999), as mentioned in chapter 2. In their study, the QTDW developed
self-consistently in the mesosphere and lower thermosphere due to the insertion of a gravity
wave parameterisation. However, the key process in the UGAMP GCM was thought to
be barotropic and baroclinic instability evolving at the jet shear zones formed by breaking
gravity waves. In COMMA-LIM a QTDW developing from instabilities was not obtained
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in the latter numerical experiments, nevertheless, unstable stages of the middle atmosphere
as a precondition for a mesospheric QTDW will be a separate subject of investigation.

In conclusion, it has been shown, that gravity waves play an important role in the
propagation conditions of the QTDW. Gravity waves provide the path for its upward
propagation, even if the wave will transfer energy to the smaller scale waves during its
propagation. Additionally, due to the highly variable nature of their generation GWs
might be responsible for transient-like amplitudes of the QTDW. The experiments also
revealed the still existing gaps of knowledge and numerical capability which are needed in
order to realistically describe the gravity waves in the middle atmosphere.

4.5 Interaction with other planetary waves

The theory of a non-linear coupling between two planetary waves or a planetary wave
and tides says that two ”primary” waves can interact through the advection terms in the
momentum equation and produce a family of "secondary” waves (Teitelbaum and Vial,
1991). For instance, if a signal consisting of two cosine waves with zonal wave numbers and
frequencies (k1,01) and (kq, 02) pass through a quadratic system, the output of this system
will contain the secondary waves (2ky, 201),(2ke, 209), (k1 + k2,01 + 032), (k1 — ko, 01 — 03).
The strongest secondary waves are those whose frequencies are the sum and difference of
the frequencies of the primary waves. The secondary waves then beat with the primary
waves and modulate the amplitude of the higher-frequency wave at the period of the lower-
frequency wave.

Listing Experiment
3.A run with steady forced QTDW and SPW1 as in case 1.B
3.B run with steady forced QTDW and 16DW
3.C run with steady forced QTDW and 10DW
3.D run with steady forced QTDW and 5DW
3.E run with steady forced QTDW but without SPW1

Table 4.3: Overview of the experiments.

As mentioned in chapter 2, Jacobi et al. (1998) and Pancheva et al. (2000) among
others, reported on observations, which confirmed this theory, especially in connection
with the QTDW. Therefore, COMMA-LIM was used to study possible interactions of the
QTDW and other planetary waves. The aim was to determine the size of contribution of
the coupling processes to the observed QTDW amplitude variations. Experiment 1.B was
used to investigate the interaction between the QTDW and (SPW1).

Three additional experiments were carried out, each forced with different planetary
waves (16DW, 10DW and 5DW). The long-period PWs and QTDW were switched on
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Interaction Wave number Period Spectral
of secondary PW of secondary PW (h) analysis (h)
(kSPW:klikg) (1/TSPW:]-/T1:E]-/T2)

QTDW+SPW1 4 —52.5 51.2
QTDW —-SPW1 2 —52.5 53.9
QTDW+16DW 4 —45 46.5
QTDW —16DW 2 —61 -
QTDW+10DW 4 —42.3 42.6
QTDW —10DW 2 —69 68
QTDW +5DW 4 —39.3 39.4
QTDW —5DW 2 —179 -

Table 4.4: Secondary waves arising from the sum and the difference of the primary waves. The
negative or positive sign at the period corresponds to westward or eastward propagating waves,
respectively.

after day 90 and after the settling time of 30 days the model begins to simulate the course
of July. The methods of wave analysis were the same as those for the QTDW. Table (4.4)
lists the main secondary waves arising from interaction of the QTDW with the subsequent
PWs. Together with the estimated periods the results from a power spectrum using a fast
Fourier Transformation are listed. It was found, that secondary PW signals arising from
interaction with the 16DW and 5DW are either small or not detected. This result was
confirmed when the amplitudes of possible secondary waves were calculated.

The listed secondary waves arising from the sum and the difference of the primary
waves are plotted in Figs.(4.19) and (4.20). Using the method of least squares the fre-
quency that gives the largest feedback signal in amplitude was chosen. The strongest
response resulted from the interaction between the QTDW and SPW1 and the waves aris-
ing from QTDW/10DW interaction. Wave number 2 shows always stronger signals than
wave number 4. The secondary k¥ = 2 SPW-wave resembles the shape of the QTDW,
and also shows stronger amplitudes for the meridional wind than for the zonal wind. For
all other waves both wind fields have the same order of magnitude. Similar experiments
were performed with a 2D linearised model (Pogoreltsev et al., 2002). However, in this
experiment the selected planetary waves were forced with different frequencies and ampli-
tudes at times 3 times stronger than in COMMA-LIM. All these factors make it difficult
to draw comparisons. Qualitatively, the authors also obtained the strongest signal for the
10DW-interaction but did not carry out investigations into stationary planetary waves.

Modulation of QTDW by 16DW and 10DW

Fig.(4.21) shows the results of experiments 3.B and 3.C. In the top panels the modu-
lation in the meridional wind field of the QTDW by the 16DW in the mesosphere and
thermosphere is displayed for two different latitudes. This picture is obtained by taking
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Figure 4.19: Zonal wind amplitudes of secondary planetary waves due to interaction of different
planetary waves and QTDW. Left panels represent waves with £ = 2: 3.A) QTDW-SPW1, 3.B)
QTDW-16DW, 3.C) QTDW-10DW, 3.D) QTDW-5DW. Right panels show waves with k = 4:
3.A) QTDW+SPW1, 3.B) QTDW+16DW, 3.C) QTDW+10DW, 3.D) QTDW+5DW.
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Figure 4.20: As in Fig.(4.19) but for meridional wind amplitudes.
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Figure 4.21: Top panels: time-height plot of modulation of the QTDW by the 16DW. Bottom
panels: Modulation by the 10DW. Amplitudes of meridional wind are displayed near the equator
(left) and mid-latitudes.

the difference between experiment 3.A and 3.B. The variation in the zonal wind field at
32° N accounts for 1.5m s™! (not shown here) representing an ~ 20% change, whereas
the meridional component is modulated strongest at the equator with around 4m s~ (re-
ferring to an 8% change). The strength of modulation decreases towards the north pole
at mesospheric heights. Furthermore, increasing modulation in the course of July can be
seen. Thus, these are mechanisms that could be responsible for transient-like behaviour of
the QTDW if not for burst-like events. However, COMMA-LIM results showed a weaker
modulation than that reported by Pancheva et al. (2000). In their study the variation of
wave amplitudes exceeded 400% between minimum and maximum. Additionally, in ob-
servations by Pancheva et al. (2000) the QTDW seemed to grow through the interaction
with the 16DW, whereas in COMMA-LIM the 16DW-modulation results in smaller am-
plitude values than those for the controlled QTDW (positive differences between control
and modulated QTDW). Similar results are obtained for the modulation of the QTDW
by the 10DW. The modulation begins also at around 60 km height where the winter plan-
etary waves penetrate into the summer hemisphere and is comparable in magnitude and
latitudinal decrease of modulation.

Interaction of QTDW and SPW1

Strong secondary waves arised from interaction of these two waves (3.A) as shown in
the top panels of Figs.(4.19) and (4.20). Especially the wind amplitudes of wave number 2
show values that reach of about 50 % of the original QTDW, and the structure looks similar
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Figure 4.22: Superposition of wave numbers 2, 3 and 4 with period of 52.5 h for zonal (left) and
meridional (right) wind. Upper panels show a longitude-latitude section at 72 km, whereas lower
panels depict the sum at a specific latitude.

to the primary QTDW. It was proved if the £k = 2 QTDW arises from interaction with the
stationary planetary wave and not as a sub harmonic of the diurnal tide by carrying out a
separate calculation without the SPW1 (experiment 3.E). Then, such waves did not arise.
Furthermore, the very weak response of the self-interacting DT exhibits a different shape
from the £ = 2-QTDW. Wave number 4 is not as strong but still more pronounced than
other secondary PWs. A further interesting feature of experiment 3.E is that the QTDW
forced without the presence of a SPW1 exhibits amplitudes of the same magnitude as
in case 3.A. This means that an existing SPW1 delivers the main part of energy to the
secondary two-day waves. Under this assumption transient events of SPW1 will increase
the secondary wave amplitudes. The secondary QTDWs indicate that it seems necessary
to take them into account when comparing the QTDW with radar measurements. Local
measurements are only able to collect the frequency but cannot account for different wave
numbers of the observed oscillations or divide them into parts of primary and secondary
waves.

By restoring the three waves back to the longitudinal grid the superposition of the
waves with equal frequency but different wave number and amplitude shows a wave with
the wave number of the strongest amplitude, see Fig.(4.22). The longitude-latitude plots
show that the wave number changes to 2 in the high-latitude winter hemisphere; however,
there the QTDW amplitudes are smaller than 5m s~!. Nevertheless, regarding this picture
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Figure 4.23: Amplitudes of QTDW as in Fig.(4.2) but as the sum of wave numbers 2-4 with
period of 52.5 h.

it seems possible that the wave number can change at specific latitudes or altitudes if one of
the secondary waves grows stronger than the primary QTDW. The characteristic feature of
the not equally distributed distance between two ridges over the latitudinal circle develops
due to beating between the three waves. In the bottom panels of Fig.(4.22) a clear example
is given for the wind amplitudes at 32° N, 72 km height. Wave number estimation from
radar stations at different longitudes would yield in this case a non-integer wave number
as was the case in the papers by Poole and Harris (1995) and Meek et al. (1996). The
authors of these papers suggested that beating of waves might be responsible for wave
number ambiguities. COMMA-LIM model investigations could confirm this assumption
and explain it by taking into account the SPW1-QTDW interaction. Fig.(4.23) shows
the sum of the waves (wave number 2 to 4) with the same period 52.5 h, on a latitude-
height cross-section. The amplitude increased at about 60% in zonal and meridional wind
amplitudes when compared with the wave number-3 part alone (see also Fig.(4.2)).

To summarise, the interaction of the QTDW with other PWs leads to significant am-
plitude modulations of the quasi two-day wave and a number of secondary PWs arise.
The SPW1 seems to play the most important role in these non-linear interactions since
the developing secondary PWs have the same period as the primary QTDW. Thus, radar
data from a single station that cannot distinguish between the wave numbers may observe
increased QTDW amplitudes at a time, where the SPW1 shows a transient behaviour.
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4.6 Interaction with tides

Several authors reported on phase locking of the 48 h-QTDW to the local time, preferably
at noon, e.g. Craig and Elford (1981), Clark et al. (1994), Jacobi et al. (1997). They
suggested an interaction of the QTDW with the tides that might lead to the observed
feature. However, this phase locking needs a rather exact two-day wave to be observed
or analysed, which is not the case for the COMMA-LIM wave. Nevertheless, tides can be
modulated by the QTDW and secondary waves may arise even if no phase locking occurs.
Such features are the appearance of the 16 h-oscillation as well as a 9 h-oscillation which
were observed on times, when the QTDW was active (e.g. Harrris and Vincent (1993) or
Thayaparan et al. (1997)). Former model results from Palo et al. (1999) investigating the
QTDW-tidal interaction gave reduced tidal amplitudes in the order of about 50% for the
diurnal tide and a ~ 40% reduction for the semidiurnal tide. In their analysis of secondary
planetary waves the sum of QTDW and semidiurnal tide with wave number 5 and period
T = 9.6 h showed the strongest response. Maximum amplitudes in this particular zonal

wind perturbation reached 18 m s .

Listing Experiment

4.A as case 1.A, but 2-hourly output
4.B steady forced QTDW as 1.B, with 2.hourly output

Table 4.5: Overview of the experiments.

This study investigates how the QTDW interacts with tides. In order to resolve the
tides and possibly secondary waves a control run (4.A) is compared with the steady forced
QTDW-run (4.B) with an output of every 2 hours instead of 4 hours.

The upper 4 panels of Fig.(4.24) show the amplitudes for both horizontal wind com-
ponents for the diurnal tide together with the percentage change due to the QTDW. The
lower 4 panels depict the amplitudes of the semidiurnal tide and their QTDW-changes.
The QTDW leads to dominantly decreasing amplitudes in a range of about 5 — 15% in
case for the DT and up to 8% for the SDT. There also exist confined regions, where the
tides are larger if a QTDW is present. However, regions exceeding values of +5% changes
are very small. The meridional component is more affected than the zonal one, which is in
accordance with larger north-south wind amplitudes of the QTDW. The absolute values
of changes are smaller as in Palo et al. (1999) but in their study the January-QTDW was
almost 3 times stronger than the COMMA-LIM July-QTDW.

Table(4.6) lists the secondary waves arising from sum and differenc between QTDW
and DT and QTDW and SDT, respectively. Fig.(4.25) shows the secondary waves due to
interaction between the QTDW and the tides in the zonal wind field. The strongest re-
sponse gives the 16 h - oscillation with maximum values in the zonal wind of about 9m s=*,

the weakest amplitude shows the wave number 5-wave due to QTDW-+SDT interaction.
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Figure 4.24: Top panels: diurnal tide amplitude for zonal (left panel) and meridional wind
obtained from control run. Below: Difference between experiment 4.A and 4.B for the upper
amplitudes. Shaded regions indicate changes stronger than +5%. Bottom panels: The same
investigations but for the semidiurnal tide.
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Figure 4.25: Top panels: Secondary planetary waves amplitudes for zonal wind arising from
interaction of diurnal tide and QTDW. Bottom panels: waves due to semidiurnal tide and QTDW
interaction. See also table 4.6. Note, that the lower boundary has been raised for convenience.

Interaction = Wave number Period Spectral
of secondary PW of secondary PW (h) analysis (h)
(lﬁsPW:klﬂ:kQ) (1/T3PW:1/T1:|:1/T2)
QTDW+DT 4 —16.47 15.5
QTDW-DT 2 44.2 44.5
QTDW+SDT 5 —-9.7 9.7
QTDW-SDT 1 15.5 15.5

Table 4.6: Secondary waves arising as the sum and the difference between the QTDW and
diurnal or semidiurnal tide, respectively. The negative or positive sign at the period corresponds
to westward or eastward propagating waves.
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Except this latter oscillation the results obtained by Palo et al. (1999) (see there Fig.(8))
compare quite well with COMMA-LIM results for both ” DT £+ QT DW?”- waves and for
the eastward propagating 15.5 h wave. This is surprising because the QTDW forced in the
TIME-GCM delivered amplitudes of about 50 m s~* for the zonal wind and ~ 80m s~ for
the meridional wind. However, tidal amplitudes are comparable with COMMA-LIM tides.
Thus, our results indicate that for the latter three waves the tides provide the dominant
energy, but the QTDW is more responsible for feeding the k£ = 5 wave.

4.7 Influence of the 11-year solar cycle on the QTDW

Since solar radiation is the driving force of atmospheric dynamics, changes of the solar
energy input should be accompanied by a climate response. However, observations of solar
induced atmospheric changes, that have to separate competing effects on the atmosphere,
do not agree up to now with numerical model results. If the observational data are accepted
to be correct numerical simulations underestimate the observed solar response of the (mid-
dle) atmosphere. It has been shown that radiative forcing alone can account only for a part
of the signal. So additional coupling mechanisms between radiation, dynamics and chem-
istry must be responsible. Planetary waves are thought to play an essential role in these
processes. During their vertical propagation these waves interact with the background flow
and reallocate energy and momentum in the middle atmosphere. Data analyses (Labitzke
and van Loon, 1988) suggested stronger planetary wave activity during solar maximum
conditions when the Quasi-Biennial-Oscillation (QBO) is in its western phase (eastward
winds). During their eastern phase however, planetary waves were stronger under solar
minimum conditions. It is important to note, that in their study winter data were anal-
ysed in connection with planetary wave activity. First numerical investigations (Arnold and
Robinson, 1998, 2000) confirmed these results qualitatively. Jacobi (1998) also found from
wind measurements at the mid-latitude mesopause region a positive correlation between
solar activity and quasi two-day wave activity during northern summers but he found no
relations to the phase of QBO.

Listing Experiment

5.A control run under solar maximum conditions
5.B control run under solar minimum conditions
5.C run with steady forced QTDW under solar maximum conditions
5.D run with steady forced QTDW under solar minimum conditions

Table 4.7: Overview of the experiments.

The question raised, what response the zonal mean circulation and the QTDW in
COMMA-LIM give to changes due to solar variability.
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Absorption bands Range of wavelength Applied variation (%)
EUV - Extreme

ultra violet <120 nm +20
Lyman-« 121.6 nm + 36
Schumann-Runge-

Continuum I 125—-152 nm +13
Schumann-Runge-

Continuum II 152 =175 nm +8
Schumann-Runge-Band 175 —-205 nm +4
Herzberg-Bands 205—245 nm +3
Hartley-Bands 200—300 nm + 2

Table 4.8: Applied variations to the radiation routine, after results by Rottmann (1999).

Simulation of the 11-year solar cycle

The variation of total solar irradiance over 11 years strongly depends on the wavelengths
with a dramatic increase towards shorter wavelengths. The total variation of the solar
constant accounts only for 0, 1% but to this variation the solar ultra violet (UV) radiation
below 300 nm contributes up to 14% (Fligge et al., 2001). This UV-radiation is absorbed in
the middle atmosphere by molecular and atomic oxygen and ozone in different absorption
lines or bands. In order to calculate the heating rates in the model the absorption of solar
radiation by the gas components is increased or decreased in the corresponding bands using
data from UARS SOLSTICE instrument (Rottmann, 1999), see also table (4.8).

The increased/decreased radiation leads to a variation in ozone content of about 2%
(e.g. Haigh (1994)). This has to be taken into account while using the ozone data, because
COMMA-LIM does not include a self-consistent ozone calculation. McCormack et al.
(1997) found a latitudinal and seasonal dependence of the total ozone column change in
response to the 11-year variation. The reported June/July /August mean was approximated
for the COMMA-LIM ozone climatology:

(¢ — 27.5)? (¢ + 27.5)2
510 510

where the alternating sign stands for increase and decrease of the ozone concentration and
¢ is the latitude. Fig.(4.26) demonstrates the solar induced change in the total ozone
column. Note that a latitudinal variation of ozone even in the small range of 2% leads
to a different response of the atmosphere as if a uniformly 2%-variation is applied as, for
instance, in Frohlich and Jacobi (2004). This points to the important role ozone is playing
in the middle atmosphere.

Co, = (1£(0.026 exp[— ] +0.018 exp[— D) - Co,, (4.8)

In this study the QBO has not been taken into account, rather the equatorial circulation
shows easterlies on the summer side and westerlies on the winter side. So one cannot relate
this behaviour to one of both possible phases. This may have an effect on the results.



78 CHAPTER 4. RESULTS
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Figure 4.26: June/July/August mean of total ozone column change in response to the 11-
year variation in solar UV analytical approximated to the observed solar regression coefficients
published by McCormack et al. (1997). Note, that the peak value of 2.6% has an +£2¢ uncertainty
of £1.1%.

I order to get an idea about the atmospheric response on the 11-year solar variability the
first calculations were made without travelling planetary waves (5.A and 5.B). Fig.(4.27)
shows difference plots between solar maximum and solar minimum conditions for the zonal
wind and temperature field.

The changes in the temperature field due to the solar cycle show everywhere positive
values. Considerable temperature variations are found upwards of the level of ozone ab-
sorption. The first maximum appears around the equatorial stratopause/lower mesosphere
region with a difference of about ~ 3 Kelvin, which results not only from different ab-
sorption rates but also depends on the total amount of ozone in the middle atmosphere.
The temperature maximum in the winter mesopause region between 70 and 90 km stems
mainly from adiabatic heating and heating due to breaking gravity waves. These processes
are stronger during solar maximum. The cooling terms like the infrared radiation are also
enhanced for solar maximum conditions. Although heating dominates, as can be seen in
Fig.(4.28), cooling is responsible for the local minimum at mesopause heights around the
equator. At thermospheric heights the differences increase rapidly due to the extreme
ultraviolet-radiation absorbing gas components as molecular and atomic oxygen.

The differences in the zonal mean flow between solar maximum and minimum show a
cell of positive difference of > 5m s~! at the mid-latitude winter mesosphere. The equator
is dominated by negative values but the summer mesosphere exhibits also cell of about
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Figure 4.27: Left: Differences between solar maximum and solar minimum conditions for zonal
mean zonal wind. Right: the same for the temperature. Negative differences in the zonal wind
are dark shaded, temperature changes < 2K are light shaded.
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Figure 4.28: Differences between solar maximum and solar minimum for the four heating rate
terms contributing to the temperature. Note, the contour intervals are not equidistant in order

to highlight the small but important changes.



80 CHAPTER 4. RESULTS
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Figure 4.29: Differences between solar maximum and solar minimum conditions for zonal (left
panel) and meridional (right panel) acceleration due to gravity wave breaking.

2m s~! solar induced change. The maximum on the winter hemisphere means an inten-

sification of the jet during enhanced solar activity, whereas in the summer hemisphere it
represents a stronger jet during solar minimum conditions. It is important to note, that
the ozone variation is responsible for the small equatorial minimum and the positive cell
of wind change in the summer hemisphere. Experiments with an equally distributed ozone
variation of +£2% throughout the middle atmosphere led to a negative cell in the sum-
mer mesosphere indicating stronger easterlies during solar maximum (Fréhlich and Jacobi,
2004). Thus, the positions of local maxima of ~ 0.5 K/d at the stratopause are caused
by the ozone distribution. The so induced meridional temperature gradient between mid-
latitudes and pole drives the westward jet in the summer hemisphere. At thermospheric
heights variations in EUV-bands lead to wind changes that are also stronger during solar
minimum conditions. In Fig.(4.29) the solar induced behaviour of the gravity wave drag is
shown in the zonal and meridional direction. Negative differences in the winter hemisphere
mean stronger acceleration on the mean flow during solar maximum (because the zonal
acceleration is directed westward) while in the summer hemisphere acceleration is larger
for solar minimum. The same applies for the meridional acceleration due to gravity waves.

The QTDW was then forced under the same conditions as aforementioned (experiments
5.C and 5.D). Fig.(4.30) illustrates the plots of difference of the wave for wind, temperature
and geopotential amplitudes. The wave amplitudes do not show a uniform behaviour for
the whole middle atmosphere. The wave activity in the mesospheric wind field around the
equator is stronger during solar maximum conditions, while negative values in the northern
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Figure 4.30: Differences of QTDW amplitudes between solar maximum and solar minimum
conditions for winds, temperature and geopotential height. Shaded regions indicate weaker prop-
agation during solar maximum conditions.

hemisphere mean better propagation during solar minimum. The weakest signal of change
shows the temperature amplitude with < 5%. For the horizontal wind components and the
geopotential amplitude the maximum change in amplitude due to the solar cycle accounts
for approximately 5 — 10%. The question, if planetary waves are able to contribute in
a remarkable way to solar induced wind and temperature changes, has therefore to be
answered in the negative in the case for the QTDW.

By comparing the results of wind amplitudes at mid-latitude MLT with Jacobi (1998)
the results are not in agreement, because the QTDW-activity is smaller during solar max-
imum conditions. However, at mesospheric heights around the equator the QTDW propa-
gates better for solar maximum conditions. Several reasons may account for this discrep-
ancy: first, the missing QBO, which provides another background circulation. Another
possibility is the ozone climatology, its variation in total and its latitudinal distribution
throughout the solar cycle. Former studies gave remarkable different results if another
data set for ozone or another variation between solar maximum and minimum were ap-
plied. Therefore, additional experiments should be carried out, testing what impact the
variation of ozone in the range of the +20 uncertainty (McCormack et al., 1997) will have
on the propagation conditions for the QTDW.
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4.8 Experiments with unstable stages of the atmo-
sphere

It has been shown in several papers and theses, that the QTDW can also be a result of
an unstable mesosphere, especially in the summer months when the westward jet reaches
its maximum and strong vertical and latitudinal wind gradients arise (e.g. Plumb (1983a);
Norton and Thuburn (1996); Limpasuvan et al. (2000); Schroder (2003); Merzlyakov and
Jacobi (2004)). Then, the meridional gradient of potential vorticity dq/0¢ becomes neg-
ative and provides the necessary condition for an instability to occur. All these authors
used different models, ranging from highly simplified dynamical models to global circula-
tion models. While the users of simplified models prescribed appropriate winds, Norton
and Thuburn (1996) claimed the necessary role of GWs in an GCM in order to maintain
an unstable stage of the zonal mean flow.

Listing Experiment

6.A control run for enhanced July conditions

6.B initial forcing of noise and wave numbers 3 and 4
at 22° N, 65 km

6.C4 permanent in situ QTDW forcing at 45° N, 85 km
referring to strong vertical wind shear

6.0 permanent in situ QTDW forcing at 22° N, 65 km
referring to strong latitudinal and vertical wind shear

6.C5 permanent in situ QTDW forcing at 2° N, 60 km
referring to strong latitudinal wind shear

6.D permanent in situ QTDW forcing at 22° N, 65 km
with increased amplitude

6.F; permanent in situ QTDW forcing at 22° N, 65 km
with numerical diffusion ¢ = 0.07

6.FE, permanent in situ QTDW forcing at 22° N, 65 km
with numerical diffusion ¢ = 0.05

Table 4.9: Overview of the experiments.

At this stage of investigation it can be excluded that under summer conditions with
strong wind shears a QTDW forced from the troposphere is able to propagate upwards
into the MLT region, whereas under moderate conditions such a process is a reasonable
assumption. By considering the activity of planetary waves in the winter hemisphere it
turned out, that a QTDW is modulated by the period of a 16DW or 10DW up to 20% of
its amplitude or may increase in amplitude up to 60% if the SPW1-QTDW interaction is
considered. However, a self-developing QTDW could not be generated until now.

The July climatology of COMMA-LIM, as used in the other experiments, only shows
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Figure 4.31: Enhanced zonal acceleration on the mean flow due to increased gravity wave activity.
July conditions at COMMA-LIM day 90 are applied. Values are given in ms~'d~!.

moderate summer jets, as is shown in Appendix C in Fig.(C.5). Under the assumption that
an appropriate atmospheric stage will lead to unstable conditions, this wind climatology
was compared with the July mean zonally averaged fields as produced by the UGAMP-
model (Norton and Thuburn, 1999). The maximum of the COMMA-LIM westward jet
reaches > 40m s~ ! and is located between 50—70 km height, while the UGAMP jet showed
> 60m s ! at the same place. The easterlies in UGAMP extend at 50 km farther into the
winter hemisphere than in COMMA-LIM. Such an edge of winds might be responsible
for inertial and/or barotropic instabilities as they were investigated by Limpasuvan et al.
(2000) and Schréder (2003). Furthermore, the gravity wave drag in COMMA-LIM accounts
for ~ +£100ms~'d~! in both hemispheres, whereas Norton and Thuburn (1996, 1999)
reported on > 140 m s~ d~! of zonal acceleration on the mean flow at the summer side. The
spectral resolution of UGAMP of T21 refers to a longitudinal distance of about A A\ = 17°;
the mesospheric vertical resolution was 3—4 km. Assuming that the smallest to be resolved
UGAMP-wave needs 3 points to be represented, these parameters have approximately
the same resolution as COMMA-LIM. Therefore, COMMA-LIM was subject of several
investigations, in order to generate similar conditions as in UGAMP. Tuning the model
atmosphere reveals the gaps of knowledge, however, if successful, it helps to understand
the dynamical processes on a first step.

An obvious tool for tuning provides the gravity wave drag scheme. As is outlined in
the Appendix A the gravity wave amplitudes underlie a latitudinal distribution simulating
stronger wave activity in the winter hemisphere than in the summer hemisphere. The
larger winter amplitudes lead to faster growing gravity waves, breaking at lower heights as
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the summer GWs do. Therefore, the two jets have a different vertical extension. However,
simply to increase the GW amplitudes would mean to lower the zonal wind reversal and to
exert a too strong deceleration of the jets. Thus, an increase of the latitudinal shear in the
GW amplitude distribution with a slight decrease of the GW amplitude was accompanied
by doubling the effect of breaking gravity waves on the mean flow. An efficiency factor of
GW-momentum deposition was used in former schemes to tune the acceleration of GWs
(Jakobs, 1986; Grollmann, 1992) but is substituted (or set to 1) in the current scheme
by the insertion of a weak Rayleigh friction that parameterises the loss of energy due to
non-linear interaction between the mean flow and waves and waves which are not taken
into consideration.

Additionally, a latitudinal distribution was applied to the Rayleigh friction and hori-
zontal turbulent diffusion terms that provide stronger diffusion in the winter hemisphere
than in the summer hemisphere. This might be a reasonable assumption as long as not
too many additional planetary waves are forced in the winter hemisphere. The vertical
tanh-function of Rayleigh friction (compare with Fig. 3.2) and turbulent diffusion were
also raised of about 5 km to 65 km, in order to allow the development of a strong westward
jet. The SPW2 was forced in order to maintain the speed of the eastward jet. All changes
are listed in table(4.10).

Term Experiment 1.A Experiment 6.A

efficiency of GW

momentum deposition 1 2
Rayleigh friction Br(z) = B.(z) =
[1.25 4 0.75 tanh(%)]w_6 [1.25 4 0.75 tanh(%)

—0.25 tanh £-222))7.5-6

horizontal turbulent Ky(z) = Ky(z) =

diffussion [1.25 + 0.75 tanh(2539)]10°  [1.25 + 0.75 tanh(253)
—0.25 tanh #=22)7.5-6

vertical bi-harmonic BH, = BH, =

diffusion smoothing [1.25 + 0.75 tanh(2522)]10%  [0.6 + 0.75 tanh(%522)
—0.25 tanh £-289)]7 58

stationary PWs SPW1 SPW1+SPW?2

Table 4.10: Overview of the changed parameters. Compare the Rayleigh friction and diffusion
terms with Eqgs.(3.30,3.26).

The resulting zonal mean flow and its meridional gradient of § is plotted in Fig.(4.32)
on the right panel. On the left side moderate conditions (1.A) are shown for comparison.
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Figure 4.32: Zonal mean flow and shaded the negative meridional gradient of potential vorticity
for moderate summer conditions on the right panel and on the left side for enhanced conditions.

There, 0G/0¢ is negative only in a small region at higher latitudes in the summer meso-
sphere, whereas the ”tuned” flow (6.A) leads to an extending negative vorticity gradient up
to low latitudes. Such a condition seems to be appropriate for unstable generated waves.

Therefore, the enhanced conditions are now disturbed by a wave like disturbance ”in-
situ” at mesospheric heights (experiment 6.B). If the mesosphere is in an unstable stage,
only a spark of disturbance should be enough to excite the inherent solution of a wave.
Along the the upper edge of the westward jet that is tilted from the lower equatorial meso-
sphere towards the polar mesopause, latitudinal as well as vertical wind gradients can be
found which refer to barotropic and baroclinic unstable conditions, respectively. There-
fore, small oscillations were introduced at three different places referring to baroclinic,
barotropic/baroclinic and barotropic conditions (experiments 6.C;23). The local forcing
was smoothed with a sine curve in latitude and height. Zonal wave numbers 3 and 4 and
periods of 52.5 and 48 h, respectively, have been chosen. Amplitudes corresponded to a
heating rate per unit mass of ~ 2 K/d. However, analyses both with initial disturbances as
well as with permanent disturbances revealed no or only a weak response of a QTDW, re-
spectively. Results of permanent forcing at the separate places are shown in Figs.(4.33) and
(4.34). The weakest signal results from experiment 6.C, which corresponds to the highest
latitude, but all excited oscillations do not propagate very well from its exciting point
and the amplitudes do not grow, rather remain with their forced values. Increased forcing
(experiment 6.D) leads to an increase in the response but remains limited in magnitude
and propagation.
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Searching for reasons of suppression of potential developing instabilities one possibility
might be the numerical diffusion factor ¢ = 0.1 in COMMA-LIM, which was introduced
into the leapfrog system following Asselin (1972) in order to ensure a convergent solution of
the system. This Asselin-filtered leapfrog scheme has only a first-order accuracy. However,
this filter parameter has the greatest impact on the most poorly resolved component of the
solution, the 2At oscillation (Durran, 1999). Each filter application reduces the amplitude
of the 2At-wave by a factor of 1 — 4e. Thus, the reduction of ¢ will act to increase the
smallest oscillation. Nevertheless, experiments (6.E) with decreased ¢ = 0.07,0.05 gave
nearly no changes for the solutions, but smaller ¢ led to an interruption of calculation.

If COMMA-LIM summer stages are compared to other model results, they show similar
values in the background flow as well as in gravity wave drag or in the development of
a negative potential vorticity gradient. One can argue, that the necessary condition of
0q/0¢ < 0 might be not sufficient, but it was obviously sufficient for all other models.
It turns out furthermore, since the different model design ranging from linear and purely
dynamical models up to GCMs does not prevent a wave from developing, this instability is a
dynamical process existing in the mesosphere and the troposphere may play an indirect role
as upward propagation disturbances alter the mesospheric jets. A bad resolved troposphere
is therefore not the relevant factor in this discussion.

However, a common feature of all successfully applied numerical models is their spectral
or semi-spectral design. There, the horizontal structure of the numerical solution is repre-
sented as a truncated series of spherical harmonics (Durran, 1999). The spectral method
is able to correctly capture the amplitude and phase speed of the shortest resolvable waves
for the spatial derivative. This is a significant advantage over conventional grid-point me-
thods, in which the spatial derivatives are approximated by finite differences. Additionally,
it exists a down-scale energy cascade that developes if the governing equations of motion
are accurately approximated. In spectral models this energy transfer from larger to small-
ers scales is accompanied by a second energy transfer from smaller to larger scales, which
ensures the domain integrated kinetic energy. However, grid-point models generate only
the down-scaling which is actually present in the atmosphere. The dissipation processes
that eliminate the kinetic energy at those small scales have to be parameterised in order to
stabilise the solution and prevent numerical nonlinear instability. This parameterisation
should be designed to represent the true behaviour of the physical system as closely as pos-
sible, but it might be at the same time a blocking factor for experiments with instabilities.

These differences between spectral and grid-point models may have the most relevant
importance in relation with generating unstable growing waves in the atmosphere, because
such waves grow from small scale oscillations excited by the instabilities.

The question, if the grid-point structure in principle or the certain method of finite
differences are responsible for damping such waves, has to be investigated in future.
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Figure 4.33: Zonal wind amplitudes of in situ 2-day waves forced at three different locations in
the summer mesosphere corresponding to experiments 6.C7, 6.Co, and 6.Cs.
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Figure 4.34: As in Fig.(4.33) but for meridional wind amplitudes.



Chapter 5

Conclusions

5.1 Summary

The COMMA-LIM model was used to study the propagation of the QTDW in the middle
atmosphere, its impact on the mean flow and its interaction with manifold middle atmo-
sphere waves. In this way, the knowledge about the wave could be summed up but revealed
also the the gaps in understanding and modelling the middle atmosphere.

The numerical simulation of a QTDW forced as a steady Eigenmode shows a Rossby-
gravity wave propagating upwards into the MLT region, predominantly in the summer
hemisphere. The maximum of the meridional wind disturbance is twice as large as the
maximum of the zonal wind component and has a symmetric behaviour with respect to
the equator in contrast to the other wave fields u’, 7", ®'. The resonant period in COMMA-
LIM for July conditions was obtained for 52.5 h. In the summer hemisphere the wave exerts
a westward acceleration on the mean flow that intensifies the summer westward jet.

A transient QTDW exerts a stronger acceleration on the mean flow than the forcing
with a steady wave. The most intense effect of a transient QTDW was found around
the equator extending into both hemispheres. If a transient wave propagates upwards
for the first time the change in zonal mean wind amounts to a maximum of ~ 10ms™?.
However, if a transient wave has time to establish during 60 days its impact on the mean
circulation is strongly reduced because the atmosphere is able to adjust to a regularly
amplifying phenomenon. On the other hand, in a real atmosphere transient processes
may not reach the level of a balanced interaction between wave and mean flow, thus the
processes connected to the primary appearance of disturbances in the middle atmosphere
might be more important.

Gravity waves play an important role in the propagation conditions for the QTDW.
These waves provide the path for QTDW upward propagation. Additionally, due to their
highly variable nature of generation GWs might be responsible for transient-like amplitudes
of an Eigenmode-QTDW since their influence on the mean flow may supports or prevents

89
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the wave from propagation into the MLT region over relatively short time scales. However,
COMMA-LIM could show such a behaviour only in case studies.

The interaction of the QTDW with other PWs leads to significant amplitude modu-
lations of the quasi two-day wave and a number of secondary PWs arise. During its
interaction with the 16DW and 10DW the wave modulation is characterised by a remark-
able loss of amplitude up to 20% but no amplitude growth was observed. The SPW1
seems to play the most important role in these non-linear interactions since the arising
secondary PWs have the same period as the primary QTDW. The sum of all QTDWs is
up to 60% stronger than the wave number-3 QTDW alone. Additionally, without a SPW1
in the model there exists only the primary QTDW but with the same magnitude of am-
plitude. This means that during the SPW1-QTDW interaction the stationary planetary
wave provides the dominant part of energy on the secondary waves. Thus, radar data from
a single station that cannot distinguish between the wave numbers may observe increased
QTDW-amplitudes at a time, where the SPW1 shows a transient behaviour.

Considering the tides in relation with the QTDW it turned out that during QTDW
events the tidal amplitudes reduce. This reduction seems to depend on the magnitude of the
QTDW. Results of investigation on the secondary planetary waves and comparisons with
Palo et al. (1999) indicate that the 16 A and 44 h-waves due to interaction with the diurnal
tide draw their energy dominantly from the tide, while the QTDW is more responsible for
feeding the k = 5, 9 h-wave in interaction with the semidiurnal tide.

The question, if the QTDW is able to contribute in a remarkable way to solar induced
wind and temperature changes, has to be answered in the negative. By comparing the
numerical results of wind amplitudes at mid-latitude MLT region with Jacobi (1998) the
results are not in agreement, because the QTDW-activity is smaller during solar maximum
conditions. However, at mesospheric heights around the equator the QTDW propagates
better for solar maximum conditions. Several reasons may account for this discrepancy:
first, the missing QBO in COMMA-LIM, which provides another background circulation.
Another possibility is the ozone climatology, its variation in total and its latitudinal dis-
tribution throughout the solar cycle. Former studies gave remarkable different results if
another data set for ozone or another variation between solar maximum and minimum
were applied.

The numerical investigations on exciting an unstable growing QTDW from inertial
or baroclinic instability failed. COMMA-LIM can be tuned to exhibit similar summer
conditions that are known to be sufficient for generating a QTDW in other models, however
no growing QTDW could be observed. It turned out furthermore, since the different model
design ranging from linear and purely dynamical models up to GCMs does not prevent a
wave from developing, this instability is a dynamical process existing in the mesosphere.
The troposphere may play an indirect role as upward propagating disturbances alter the
mesospheric jets but cannot penetrate the enhanced summer jet. Thus, the coarsly resolved
troposphere is not the reason for the failure. Therefore, the most important difference
between successful and unsuccessful model seems to be the spectral design of the models
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that appears to be able to generate unstable waves.

In summary it could be shown, that not only instability processes can lead to an in-
crease in QTDW activity during summer. In particular, varying gravity waves or transient
stationary planetary waves were found to be important in these processes. It does not mean
in turn, that a QTDW may not arise from instabilities, however the results underline that
the atmosphere allows several solutions to the phenomenom called the QTDW.

5.2 Outlook

From this work arise several interesting points to be investigated in future.

The knowledge of gravity waves, their time and spatially varying nature and their
impact on the mean circulation as well as on the large scale eddies has to be improved
together with increasing numerical capabilities in simulating the atmospheric processes.

Considering the researches on the influence of the 11-year solar cycle on the middle
atmosphere a study is recommended that investigates the sensitivity of small ozone changes
on the mean flow, and therefore on the propagation conditions of the waves. This is
particularly important for models that use prescribed ozone climatologies such as COMMA-
LIM.

An important point to clearify in detail is, to what extent the differences between
spectral models and grid point models and their difference schemes are responsible for the
prevention of the development of unstable growing waves.
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magnetic field

cooling rate

eddy diffusion coefficient
electrical field

GW energy
Eliassen-Palm flux
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6366197 m

hPa

m
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Parameter

zonal acceleration due to

unresolved and thermospheric processes
meridional acceleration due to
unresolved and thermospheric processes
heating rates due to

unresolved and thermospheric processes
= RT/g = 7000, scale height

diabatic heating rate per unit mass
thermal conduction coefficient
turbulent thermal conduction coefficient
coefficient of horizontal diffusion
Brunt-Vaisala frequency

gas constant for dry air

dynamical Richardson number
turbulent Prandtl Number

temperature

heating rate

horizontal wind field vector

vertical streaming mass

geopotential

rotation rate of earth

27 (sidereal day)™"
Newtonian cooling coefficient
merged ion drag and Rayleigh friction
in zonal/meridional direction
work against buoyancy force
potential temperature
longitude

=R/cp

dynamic viscosity

kinematic eddy viscosity

= ps exp|—z/H], basic density
reference density at level zg
parallel conductivity
Pedersen conductivity

Hall conductivity

latitude

wave phase

angular frequency

intrinsic frequency
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0.4

3

K

K s7!

m st
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871

g1
m? s 3 K1

K



Appendix A

Parameterisation of gravity waves

A.1 WKB solution

The linearised set of equations describing the propagation of GW for complex disturbance
values v/, ¢', 0" = (uj, ,, P Ok ) (2)expli(kr — wt)] and w' = w'(z, 2,t) exp[—i(kz — wt)]
can be written as follows :

1 0w* 10 _ou
jwhu' — ———w' +ik® = ——pD— Al
iwTu kazw—l-zk pazp 5, (A.1)
0o R KZ
5, =0 gepl=5) (A.2)
10
ku' + ——pw' = A.
iku' + pazpw , (A.3)

,+,80, 10 D60’ ,

where v’ and w' are the perturbed horizontal (along the horizontal component of the wave
vector) and vertical (positive) velocities, ®' is the gravity wave geopotential, and €' is the
perturbed potential temperature; w™ = w — k(@ cos?¥ + vsin1)) is an intrinsic frequency
of a gravity wave, k is the horizontal wave number, v and v are zonal and meridional
components of the background wind, 9 is the azimuth of GW propagation; D and « are
the eddy diffusion and Newtonian cooling coefficients, and Pr is turbulent Prandtl number.
The further variables are explained in the list of symbols. Overbars denote the background
values averaged over a wave period.

Without dissipation (D = « = 0) equations (A.1)-(A.4) can be reduced to one equation
of the perturbed vertical velocity w' = w'(z, z,t) exp[—i(kz — wt)]

= +Ld+M]w() 0, (A.5)
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where the operators £, M are

1 N2? 1 1 + 1 Q%wt
c--L1 M= k ow 0*w ,
H wt?2 Hwt 0z wt 022

and N? = R(0T/0z + kT /H)/H is the Brunt- Viisili frequency squared.

In the case of slowly varying media equation A.5 has an approximate analytical solution,
the so called WKB solution:

w'(2) = ' (20)[m(z0) fm(2)] /2 o ™ 75 g £ (A.6)

where the vertical wavenumber squared is:

10L
2 2
M- 5 Edad
m =M 20z
One can show that for w > 0, the upper sign (plus) in solution (A.6) corresponds to the

downward and the lower one (minus) to the upward propagating GWs.

A.2 First order correction due to dissipative terms

Assuming that dissipation is weak, we can obtain a first order correction to solution (A.6).
To apply the perturbation theory, we introduce small parameters and reduce the initial
set of equations to nondimensional form. Assuming that m > 1/H (Lindzen, 1981), the
initial set of equations (A.1-A.4) can be written as follows

10@™
0t — =—— kd = A.
(€y —i0T)0 kan—H 0, (A7)
d® RT
= A.
ikil + (d% —1)w =0, (A.9)
(0 — i h)0 + HN2 =0 (A.10)
RT ’

where £, = Dm®/w and &, = (Dm?/Pr 4 a/)w are small parameters; ¢ = z/H is the
nondimensional height; @+ = w™ /w, k = kH, N*> = N?/w?, and we introduce the following
nondimensional amplitudes of perturbations:

wu' ww'

wQ) = — ek —wt)], - 0(Q) = = =expli(ke —wi)],

!

5() = = explithe—wt)l,  B(C) =

i exp[—i(kzx — wt)].
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Eliminating # using (A.8) and (A.10), we obtain the perturbed energy equation in terms
of the geopotential perturbation
ad -
(e — z'aﬁ)d—c + N%p = 0. (A.11)

Solving (A.7) with respect to ® and using the linearised continuity equation (A.9) to
eliminate 4, we obtain

-~ wt i€y, d 1 dw™. _
Accounting that m = mH > 1 and the zero order solution (A.6), we can rewrite (A.12)
as follows -
_ig,m
) + ™

The first order solution of (A.11) with respect to d®/d¢ can be written as follows:

ot od 1 ot

w. (A.13)

d‘f .]\72 1€,
=~ il (A.14)
Eliminating ® in (A.14) using (A.13), we obtain
(A N 10T 1t eandi iR
¢z d¢  wt? @t ¢ @t o¢? ot dc ot

@=0.  (A.15)

To obtain the differential equation with real coefficients, we have to rearrange the last term
in (A.15). Accounting that m ~ Nk/&T > 1 and using the zero order solution (A.6), we
can write the last term in (A.15) as follows:

ie, N2k~ e, N2k2dw ey did
— w = _ = —
o3 Otm d¢ @t d¢

(A.16)

Comparison between the equations of the first order (A.15) and zero order (A.5) with
accounting of (A.16) shows that the dissipative terms only change the expression for L,
which in dimensional form can be written as follows:

1 (eu+e)m 1 D(1+1/Prym® am

LZ_E+T:_E+ o +w+. (A.17)

Accounting m ~ Nk/w*, we obtain that the dissipative terms in (A.17) tend to infinity
when w* tends to zero, i.e., near a critical level. The perturbation approach is applicable
only if these dissipative terms are small in comparison with 1/H. Usually, an upward
propagating GW does not reach the critical level due to breaking or overturning in result
of convective instability (see the next paragraph). Nevertheless, in numerical realisation
we assume that the wave is near a critical level if am/w™ = O(1/H).
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A.3 Breaking of GWs due to convective instability

Linearised theory is known to give a reasonable representation of even large-amplitude
waves observed in the upper atmosphere. It is also used to estimate limits on the maxi-
mum amplitudes that such waves can attain (Hodges, 1967, 1969; Lindzen, 1981, 1968).
Wave overturning (or breaking) due to convective instability occurs if the wave amplitude
exceeds a certain limit. In terms of the perturbed potential temperature the breaking
condition is |00'/0z| > 00/0z. This creates a convectively unstable situation and a tran-
sition from laminar to turbulent regime. To investigate the situation using the obtained
analytical solution, we express this condition in terms of the perturbed vertical velocity.
Equation (A.4) without dissipative terms and taking into account that in equation (A.6)
the exponential term with integral of m is the strongest, gives the following approximate
relation for breaking conditions

2% _ miv]
0z 0z

> 1. (A.18)

wt

Assuming that eddy diffusion limits the further increase in wave amplitude with height,
we obtain the saturation condition in the following form

2(m|w’|
0z wt

) =0. (A.19)

Using solution (A.6), m = kN/w™, and the first order solution for £ (A.17), we obtain

1 DA+1/Prym* am 31 0w
. _am 229 . A.20
2H 2wt 2wt 2wt 0z ( )

Solving (A.20) with respect to the eddy diffusion coefficient D and using m = kN/w™, we
obtain (Schoeberl et al., 1983)

_ wtt (1 am 1 Owt
C BN3(14+1/Pr)'H  wt “wt 0z

D ). (A.21)

For the Newtonian cooling coefficient we use the parameterisation of radiative damping
rate given by Zhu (1993).

A.4 Mean flow acceleration due to dissipation and
breaking of GWs

Under breaking conditions GWs accelerate the mean flow due to vertical divergence of the
vertical momentum flux. Usually, following the suggestions by Lindzen (1981), this forcing
per unit mass is calculated using the obtained expressions for D (A.21) and £ (A.17) and
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under the assumption that GWs are under breaking condition everywhere above the first
breaking level (Jakobs et al., 1986).

However, the background wind can substantially influence the propagation conditions
of GWs (Pogoreltsev and Pertsev, 1996) and we have to expect the wave overturning only
in some layers where the breaking condition is satisfied (Akmaev, 2001). Especially this
is important when the ”"mean” flow includes large-scale atmospheric waves with a short
vertical wavelength (for instance, at low latitudes in the MLT region, where the diurnal
tide and sometimes Kelvin waves have substantial amplitudes). To take into account such
possibility, we consider the divergence of the vertical momentum flux. The forcing per
unit mass due to this divergence can be written using equation (A.3) and solution (A.6)
as follows

10, —— 19, mw?2,  |w|m 1
=__ - = = — A.22

accounting being taken that w? = 0.5/w'|?>. Eq.(A.22) shows that without dissipation
(L = —1/H) the GWs do not accelerate the mean flow. Using the first order solution for
L (A.17), we obtain

Jw'[Pm?

aGw = [D(1+ 1/Pr)m?® + a. (A.23)

Substituting |w'|, = w*/m (amplitude of the vertical velocity perturbation at breaking
level) and eddy diffusion coefficient D (A.21) in (A.23), we obtain the explicit expression
for the forcing per unit mass, which usually has been used to calculate the GW drag
in general circulation models (Hunt, 1986; Jakobs et al., 1986; Holton and Zhu, 1984;
Schoeberl et al., 1983) with the Lindzen (1981) parameterisation

wt wt? 1 am 1 Owt wtd 1 1 Owt

Aot o e) T aanE e )

aew = ﬁ[k—N(H wt wt Oz (A.24)

However, as is noted above, this parameterisation assumes that GWs are under breaking
condition everywhere above the first breaking level. To apply the Lindzen-type parame-
terisation of the GW drag to background conditions with a strong variability of zonal and
meridional winds with altitude, we follow the suggestions by Akmaev (2001). Stepping
up from a given height level z, it is sufficient to calculate |w'(z + Az)| using the WKB
solution (A.6) with £ taking into account some background dissipation (radiative damping
in our case). The second integral in the right-hand part of (A.6) can be estimated using
the simplest quadrature formula (Gavrilov, 1990). |w'(z+ Az)| is next compared with the
breaking value |w'|, = wt/m. If |w'(z + Az)| exceeds |w'|y, then it is reset to |w’|y, the GW
assumed to break between z and z+ Az, and the forcing per unit mass (A.22) is calculated
by finite differences

1 m(z + Az)|w'(z + Az)* +m(z)|w'(2)[”
2k 2H
 om(z + A ' (2 + Az) P — m(2)|w!(2)?
Az

G,GV[/(Z + AZ/Q) =

. (A.25)
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Otherwise, the wave is assumed to propagate free of breaking and the acceleration of the
mean flow is conditioned only by radiative damping of GWs. It should be noted that in
practice the GW levels are situated between the levels of the COMMA-LIM model, and
accelerations in zonal and meridional directions are calculated as follows

agwx = agw COS 19, agwy = agw sin ?9,

where ¢ is the azimuth of GW propagation.

Using |w'(z)|, we can estimate more correctly the eddy diffusion coefficient. One can
obtain from solution (A.6) the following relation:

% In(m*?|w'|) = —L£/2. (A.26)
Substituting £ (A.17) into (A.26) and solving the obtained equation with respect to D, we

obtain . . 5
w am
D=l =~ 251 m'/? ' A27
which will be used to estimate the cooling/heating contribution of the GWs. To calculate
D(z,+ Az/2), i.e., at the COMMA-LIM levels, the w™ and m averaged over GW levels z

are used, and the last term in (A.27) is calculated by finite differences.

A.5 Heating/cooling of the atmosphere by GWs

Accounting that in log-pressure coordinates T = § exp(—#z/H ), the thermodynamic equa-
tion can be written in terms of the background temperature (Schoeberl et al., 1983)

oT /ﬁT T10, — T 1 0 D 06

+Q-C, (A.28)
where  and C are the mean heating and cooling per unit mass, respectively. Subsequently
the overbars denoting the background state will be omitted. The first term in the right-
hand side of equation (A.28) describes the heating/cooling effects due to GW dissipation.
Accounting that 6'/6 = T'/T, we obtain in terms of the heat flux:

T 0 - 10

= N =—="(ow'T" — —w'T". A.29

Hpaz(pw ) =25 T Hw (A.29)

Using the zero order solution for GWs and equation (A.4) we can obtain the following
expression:

w't _ wT 190, 6% (a4 Dm?/Pr) 186, (6"
= Dm?2/P = )
9 (a4 Dm*/Pr)(5=2)"" 5 5 33 @

(A.30)
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Taking into account the polarisation relation between #' and w' [zero order solution of
equation (A.4)], we obtain

100,107 11060 ,,
Ga.)” @ ~ o0,

(A.31)

and the heat flux in terms of the vertical velocity perturbation can be written as follows

HN?*(a+ Dm?/Pr) N _Hm?(a+ Dm?/Pr) w2

o
W' = 2 Rwt? 2RK?

, (A.32)

accounting being taken that
1006 H
-~ =_—__N2
00z RT

The dissipative GW deposits energy in the atmosphere, and in the presence of wind
shear the energy conservation equation for GWs can be written (Plumb, 1983b):

OFE pOowt

— F=>-—vw— A,

ot + V- L 02 uw Sgw, ( 33)

where
— P 2 % —2912
E 2[u + N (82) 62],
- ou  N? 00 o'
F = P — Dl —2n
PV —ip [u Pr(az) 0z

and i, is the unit vector along the vertical coordinate. The first term in the right-hand
side of (A.33) is the conversion of GW kinetic energy to the kinetic energy of the mean
state. The nonconservative sink term Sgy describes the loss of the GW energy due to
dissipation and can be written as follows

00 D 06" ou’
=N*(=)~° 0”] + pD A.34
Sow = N3 ) 2o (50 + apl) + pD(G )2 (A34)
Using polarisation relations of GWs [equations (A.3-A.4) without dissipative terms| and
taking into account that

m > 1/H, (gi) 05Re[80 (60)]~05m2|0'|2

where * denotes a complex conjugate value, we obtain

P N? Dm? Dm* - pN2[Ot+Dm2(1/PT+1)]|w/‘2

— 112
Saw = 5lomlat ) T vl 272 (A.35)
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JULY LATITUDINAL DISTRIBUTION OF GW AMPLITUDES
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Figure A.1: Latitudinal distribution of July-mean gravity waves for 6 waves with different phase
speed. Amplitudes are given in terms of vertical velocity.

or in terms of the heat flux (see Eq.(A.32))

D -

Sgw/pcp = —(1 + OZ-FD—TYLZ/PT)%U),TI. (A36)
Comparison of (A.36) and (A.29) shows that the last term in the right-hand side of (A.29)
can be interpreted as the local heating rate due to conversion of the potential energy pro-
vided by GW dissipation into heat [see also (A.34) and (A.35)]. This term appears in
(A.28) explicitely. The second term in the right-hand side of (A.36) describes the me-
chanical energy provided by GW dissipation. Some part of this energy is lost through
production of turbulence and/or other waves that remove energy from the region consid-
ered. The remaining mechanical energy will be converted into heat (Schoeberl et al., 1983;
Medvedev and Klaassen, 2003), and we have to introduce the corresponding heating term
into the right-hand side of (A.28). Finally, the total heating rate due to GW dissipation
can be written as follows:

10

Qew = —;a(ﬂw) — (1 + ewn )T, (A.37)

a+Dm?/Pr’H

where e,;, < 1is an efficiency of the mechanical energy conversion into heat. In COMMA-
LIM it is set e, = 1. It should be noted that without dissipation w'¢’ = w'T" = 0 [see
(A.32)] and GWs do not interact with the mean state.

In each GW time step, 48 waves are initialised, horizontally propagating in eight equally
spaced directions, and six different sphase speeds ranging from 5 to 30 m s~!. All waves
have the same horizontal wavelength A, = 300, km and the wave amplitudes w, (given
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here in terms of the vertical velocity) are weighted by frequency and phase speed in order
to provide a realistic spectrum at launch height zg = 10 km.

1 1
1+ (w/we)®) 1+ (c/e1)? + (¢/cr)r’

w'(w, ¢,z = 29) = wpc (A.38)

with the spectrum parameters wy, «v, 3,7, ¢1, ¢o as given in Gavrilov and Fukao (1999). In
addition a latitudinal and seasonal weighted term with increasing GW activity in the winter
hemisphere is applied. The so obtained wave-amplitude distribution is shown in Fig.(A.1).
In Fig.(A.2) the accelerations on the zonal and meridional wind due to divergence of the
vertical momentum flux of gravity waves is displayed together with the heating rate caused
by the gravity waves.
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ZONAL ACCELERATION DUE TO GWs [m/s/d]
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Figure A.2: Top panel: The acceleration on the zonal wind caused by GWs. Middle: the same
for the meridional wind. Bottom: heating rate of the atmosphere caused by GWs. July conditions
at COMMA-LIM day 90 are applied.
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Appendix B

Radiation

B.1 Heating due to absorption of solar radiation

We first consider a nonscattering atmosphere. The direct downward solar flux at level 7 is
given by the exponential attenuation of the effective solar flux at the top of the atmosphere
(TOA) poFr. Thus

Fd_ir (7-) = MOFAOOexp_T/Noa (Bl)

where pg = cos vy, ¥y denotes the solar zenith angle, and for monochromatic direct solar
flux, the total direct downward solar flux can be written as

kau(z)

e )dA, (B.2)

Fy(2) =/0 toFroo €xp(—

where k)u(z) represents the optical depth, &, is the absorption coefficient. The absorbing
gaseous path length is defined by

u(z) = /:oo pa(2")dzt, (B.3)

where p, denotes the density of the absorbing gas and z,, denotes the height at TOA. The
total solar flux at TOA can be written as follows

S = /0 Frood), (B.4)

and monochromatic absorptance may be expressed by

Ax(u/po) =1 — exp(—kxu/ o). (B.5)

We may define broadband solar absorptance as follows (Liou, 1992):

A = ¢ [ FrooAr(u/m)i, (B.6)

104



and equation (B.2) can be rewritten in the form
Fiy(2) = moS[1 — A(2)]. (B.7)

Broadband solar absorptance may be rewritten in terms of spectral absorptance A; in the
form

where wy = F)\»/S. For large values of total absorption, the empirical expression for the
mean spectral absorptivity can be written as follows (Liou and Sasamory, 1975):
1

Ay = AAN =
7 {2 )\Z AUZ

[Ci + D;log,o(up™ /1o + xos)], (B.9)

or in terms of the reduced pressure p (Liou, 1992)

_ 1 .
A= E[Ci + D;logy(p/ 1o + Xo0i)], (B.10)
where " .
P :/ P du :/ pap"idz. (B.11)
0 z
The heating rate can be written (Liou, 1992):
oT poS dA;(u/po) _ poSpa dA;(u/ po)
Iy Z. - ; , B.12
( ot ) PCp ; v dz PCp ; v du ( )
where dAy(ufmg) 1 D dp
i\U/ o 0810 € i (s —10pi
—_— Z' i _’ B-].
= ey o+ xa) (.13
and di
% = p"i. (B.14)

Finally, taking into account Rayleigh scattering and surface reflection (Liou, 1992), we
obtain

OT.  Sp,l .D; i mi
( )s — Pa 10871 € Z w p + NOTE,UIO) [1 _ A(Zb) ~p7}’ (B15)

ot PCp ~ Av; " Dif o + Xoi “ ]pb,-/ﬂ + Xoi

where 7(pp) is the combined reflection due to the Rayleigh layer and the surface, 1/j is
the diffusivity factor, z, = 0 for water vapor absorption, and

Dy, = / pap™dz. (B.16)
2p

Fig.(B.1) shows the heating rates of the considered gas components in different bands as
described in chapter 3.
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Figure B.1: Heating rates of the several gas components in different bands as calculated with
COMMA-LIM under July conditions. Please note, that the height ranges are adjusted to the
local maxima, of absorption of each considered term.
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B.2 Infrared radiation

Here, only a brief overview will be given on the fundamentals and parameterisation and
for a details the reader is referred to Andrews et al. (1987).

The radiative transfer equation describes the rate of decrease or increase of monochro-
matic radiance L of a given frequency v, L, along a length element ds in the direction €2
which is proportional to the amount of absorbing matter

dL,(Q) = —k, pa|L,(Q) — J,(Q)]ds (B.17)
Here, k, is the extinction coefficient describing the rate of extinction of L, along ds, p,
the density of absorbing gas component and J, the source function, describing the rate
of increase. Extinction is expressed as the sum of absorption and scattering processes,
but infrared waves are too long to be scattered. Under conditions of local thermodynamic
equilibrium (LTE) with no scattering the source function J, is equal to the Planck function
B, = 2hv3/c? (e?/®T — 1)~'. The flur density F is derived as the integration of the
radiance L of given frequency from the surface into the half-space in the direction of the

unit normal vector fi R .
F = / (- Q) L, (Q) dQ. (B.18)
27

The net flux F;, is the difference between the upward and downward directed flux densities
F; and F| in a plane-parallel atmosphere. Calculation of the exchange of thermal infrared
radiation requires integration over the IR-spectrum, which are thousands of absorption
lines. However, the source (Planck) function is generally a slowly varying function of fre-
quency, so it is convinient to work with spectrally integrated functions over a band r. The
band transmission function, representing the extinction of radiation, is then defined as

I~ — [ z z z

T, = AI/T_I/ exp[ S b @paz) dv, (B.19)
Av,

where Ay, is the spectral band width. 7, has to be weighted over the considered half space

with zenit angle ;1 = cosfl and is then called the flur transmission function

1
T(21,20) = 2/0 T (21, 20, ) dps. (B.20)

The upward directed density flux F; of a given level z is composed by the blackbody
radiation from the earths surface weakened on the path through the atmosphere and the
upward directed IR radiation in adjacent layers which are also subject of extinction between

Z' and z.
07(z,2")

0z

Then, the downward directed density flux F| represents the IR radiation at a given
layer z weakened through the above lying levels

Fi(z) = - / Y B.(7)

Fy(2) = 7B.(z = 0)7(0,2) + 7 /0 " B.(2) dz. (B.21)

07 (z,2')
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Figure B.2: Cooling rates of the three gas components as calculated with COMMA-LIM under
July conditions. Please note, that the height ranges are adjusted to the local maxima, of absorption
of each considered term.

Note that 07(z,2')/0z' < 0 and therefore F|(z) > 0. The heating rate per unit mass of
air due to band r, h,(z) is given by

ar,  _ dF,,
@ T TP g (B.23)
so it follows from Egs.(B.21), (B.22) and (B.23)
dT, dr(z, 00) dr(z,0)
W5 = i) {567 5.0 - B,
z ! 82 T(’Z?ZI) !
- [ - B(e) L d:
o Pr(z7)
- [ - s 5 o (B.24)

The terms in this exchange integral formulation of the heating rate represent the contri-
butions to infrared heating at z due to the possible exchange of photons between levels.
The first term describes the exchange with space. This term contributes always to cool-
ing, since downward IR-flux from space can be neglected. The second term refers to the
exchange with the underlying surface. Depending on the sign of 97(z,0)/0z - if it is neg-
ative -, it contributes to heating if B,.(0) > B,(z). Similarly, the last two terms stands
for the exchanges with underlying and overlying layers and contribute to heating wherever
B.(2') > B.(2). 8> 7(z,2')/0z 07" is always negative or zero.
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Appendix C

July climatology

Since the work concentrates on the Northern Hemisphere summer this sections shows and
discusses the climatology of July.

Figures (C.1, C.2, C.3) show the different contributing parts of the horizontal mo-
mentum equations and the thermodynamic equation on day 90 for July 1. No traveling
planetary waves are excited at this stage; only the SPW1 is included.

C.1 Temperature field

Observed features of the atmospheric temperature field are (Scaife et al., 2000): a cold
equatorial tropopause below 210 K, a cold winter stratosphere together with a raised alti-
tude of the winter stratopause, a warm stratosphere/stratopause at the summer hemisphere
due to absorption by ozone and above a very cold summer mesopause region with tem-
peratures down to 130 K. While the temperature maximum at the summer stratopause
and the minimum in the polar winter stratosphere derived from radiation processes the
other extremes develop through the meridional circulation and eddy motions in the middle
atmosphere. In general, COMMA-LIM matches these features well. However, in com-
parison with the CIRA-86 temperature (note the different latitude-height extension) the
model overestimates the temperature maximum at the stratopause. The most important
difference occurs at the polar summer mesopause, where COMMA-LIM temperatures are
below 160 K. This temperature value is not in agreement with the < 140 K. Recent ob-
servations reported even on ~ 120 K polar mesopause temperatures in July. This means,
that there is still a lack of knowledge to what amount gravity waves, tides and planetary
waves act to cool the mesopause region. Another important point is the distribution of
mesospheric ozone which contributes to heating there. These factors have to be investi-
gated in future. In the thermosphere the temperature increases rapidly with height due to
heating of molecular and atomic oxygen as described in the foregoing subsections.
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Figure C.1: The individual terms contributing to the zonal momentum budget as calculated
with COMMA-LIM after 90 days of July 1. Units of the zonal means are ms~!d~!. A) zonal
acceleration due to local change, B) advection, C) Coriolis acceleration including correction due
to Hall conductivity, D) zonal pressure gradient at 0°F, E) molecular and eddy viscosity, F)
turbulent diffusion, G) Rayleigh friction, including ion drag due to Pedersen conductivity, H)
gravity wave drag. 110
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Figure C.3: The individual terms contributing to the energy budget as calculated with COMMA-
LIM after 90 days of July 1. Units of the zonal means are K d~!. A) heating rate due to local
change, B) advection, C) heating due to absorption of solar radiation, D) cooling due to infrared
radiation, E) molecular conduction, F) adiabatic transport, G) turbulent diffusion, H) heating
due to breaking gravity waves.
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Figure C.4: Top panel: CIRA-86 zonal mean temperature for July. Note the geometrical height
and upper boundary at ~ 120 km. The latitude ranges from —80° to 80°. Values are taken from
Fleming et al. (1988). Bottom panel: zonal-mean temperature latitude-height cross-sections for
July as calculated with COMMA-LIM. Values below 210 K are shaded.
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C.2 Wind field

The climatological values for the zonal and meridional winds can be easily recognised. For
the troposphere one has to take into account that we only have four layers to describe
it and no hydrological cycle. The troposphere therefore acts as a lower boundary and
we have only very coarse dynamical conditions. We compare our zonal winds with wind
measurements from the High Resolution Doppler Imager (HRDI) which were combined with
results from the UK Met. Office stratospheric data asssimilation system within URAP
(UARS Reference Atmosphere Project), see also Swinbank and Ortland (2003). They
published monthly mean values from April 1992 to March 1993. Note that this publication
presents only monthly values from one year and cannot take into account year to year
variability.

Beginning with the troposphere, one can see the easterly jet appearing only in the
summer tropical region. The westerly jet in the winter hemisphere at around 30° S and
the respective jet in the summer hemisphere at about 40° N agree very well in location
but not so well in absolute values compared with URAP values. But one can see the
asymmetric seasonal behaviour that is conditioned by the topography of the earth (here,
approximated via the included SPW1) and the distribution of water vapor.

In the stratosphere and mesosphere the westward jet extends over the summer hemi-
sphere and is tilted northward with height like observations suggest. However, the summer
jet in COMMA-LIM is about 20 m s ! weaker and has only one maximum instead of two
as observed. Several reasons are assumed to be responsible for this difference: first, no
planetary waves besides the SPW1 are included. A second reason can be the medium
scale variability in ozon (and heating rate) which is not presented in the climatological
fields. The winter jet maximum of COMMA-LIM is in agreement with the URAP clima-
tology in height and magnitude, however it is placed more equatorwards than the measured
winds. Furthermore, the eastward wind in COMMA-LIM is replaced by the wind reversal
at heights of 80 km, whereas URAP eastward winds extend up to 95 km. The mesopause
region is characterized by the zonal wind reversal due to the momentum deposition of
breaking gravity waves. The measurements show a good agreement of jet reversal in the
winter hemisphere but not such strong reversal in the norther hemisphere.
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